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Abstract 

It is often hypothesized that prior knowledge strongly determines learning. It can affect learning 

positively mediated through some processes and negatively mediated through others. We 

examined the relation between prior knowledge and learning in a meta-analysis of 8776 effect 

sizes. The stability of individual differences, i.e., the correlation between pretest and posttest 

knowledge, was high (rP
+ = .534). The predictive power of prior knowledge for learning, i.e., 

the correlation between pretest knowledge and normalized knowledge gains, was low (rNG
+ = -

.059), almost normally distributed, and had a large 95% prediction interval [-.688, .621]. This 

strong variability falsifies general statements such as “knowledge is power” or “prior 

knowledge is negligible”. It calls for systematic research on the conditions under which prior 

knowledge has positive, negative, or negligible effects on learning. This requires more 

experiments on the processes mediating the effects of prior knowledge and thresholds for useful 

levels of prior knowledge. 
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Domain-Specific Prior Knowledge and Learning: A Meta-Analysis 

The knowledge-is-power hypothesis (KiP) states that domain-specific knowledge (i.e., 

specialized knowledge of a topic; VandenBos & American Psychological Association, 2007) 

is among the strongest determinants of performance and learning (Greve et al., 2019; 

Hambrick & Engle, 2002; Möhring et al., 2018). As early as the 1960s, Ausubel, a pioneer of 

the learning sciences, claimed that “the most important single factor influencing learning is 

what the learner knows already” (Ausubel, 1968, p. vi). Since then, memory researchers have 

demonstrated that the content of long-term memory affects how new information is processed 

in working memory and encoded in long-term memory (Baddeley et al., 2009; Chase & 

Simon, 1973). Cognitive scientists have devised models of these mechanisms (Anderson et 

al., 2004; Gopnik & Wellman, 2012; Laird, 2012). Cognitive linguists have analyzed the role 

of knowledge in language learning and text comprehension (Kintsch, 1988; Rumelhart, 1994). 

Developmental psychologists have investigated the role of knowledge in cognitive 

development over the learner’s lifespan (Brod & Shing, 2019; Case, 1992; Piaget, 1971; 

Siegler, 1996; Wellman & Gelman, 1992). Educational psychologists have incorporated prior 

knowledge as a central component in theories of academic achievement (Biggs, 1993; 

Thompson & Zamboanga, 2003), expert performance (Ericsson & Charness, 1994), transfer 

(Barnett & Ceci, 2002; Singley & Anderson, 1989; Thorndike & Woodworth, 1901), 

multimedia learning (Mayer, 2001), and conceptual change (diSessa, 2008; Vosniadou, 1994). 

The idea that knowledge is power has been applied to public health education (Fogg-Rogers 

et al., 2015), medical education (Möhring et al., 2018), psychoeducation (Murray et al., 2011), 

school development (Macey et al., 2009), large-scale student assessment studies (Baumert et 

al., 2009), and many other fields.  

The KiP holds the promise that knowledge acquisition can help learners with low 

intelligence or working memory capacity to overcome their cognitive processing limitations, 

because even these learners can acquire knowledge, which then helps them to acquire even 



more knowledge (Gobet, 2005; Grabner et al., 2003; Schneider et al., 1989). However, the 

idea that prior knowledge aids the acquisition of further knowledge also implies that learners 

with more prior knowledge learn more than their less knowledgeable peers, such that the gap 

between learners with low and high levels of prior knowledge widens over time. This so-

called Matthew effect (e.g., Stanovich, 1986; Walberg & Tsai, 1983) can amplify small initial 

differences in knowledge between learners over time (e.g., Duff et al., 2015) and can stabilize 

social or ethnic inequalities among students in the educational system (e.g., Baumert et al., 

2012). It is also possible that the gap between individuals with more knowledge and those 

with less closes over time. This has been termed the compensation effect (e.g., Baumert et al., 

2012; Kalyuga et al., 2003; Schroeders et al., 2016). Given these far-reaching implications, 

Hambrick and Engle (2002) characterized the KiP as “one of the most influential ideas to 

emerge in cognitive psychology during the past 25 years” (p. 340). Dochy et al. (1999) 

concluded in a literature review that “it is difficult to overestimate the importance of prior 

knowledge” (p. 145). While the relevance of prior knowledge has been highlighted on a 

theoretical level, the existing empirical evidence has not been summarized yet. The present 

meta-analysis aims to investigate the effects of prior knowledge on later knowledge and 

learning and to analyze the source of potential differences in these associations. 

A naïve version of the KiP would be that (relevant) prior knowledge always facilitates 

learning. A more plausible version of the KiP is that incorrect prior knowledge hinders 

learning and correct prior knowledge aids learning. The KiP thus predicts that a meta-analysis 

of prior-knowledge effects on learning will find a bimodal distribution of effect sizes with one 

peak far in the negative range, which indicates a negative effect of incorrect prior knowledge 

on learning, and one peak far in the positive range, which indicates a positive effect of correct 

prior knowledge on learning. There could also be a third peak around zero resulting from 

studies where prior knowledge that is irrelevant to the learning processes under investigation 

was assessed. The mean of such a bimodal or trimodal distribution would be largely 



meaningless, because it would result from averaging over effect sizes that differ in their 

strength and interpretation.  

For the purpose of our study, we define knowledge as information stored in memory 

(e.g., Anderson, 1983; de Jong & Ferguson-Hessler, 1996; Weinert, 1999). In line with how 

the term knowledge is typically used in the psychological and educational research literature, 

this definition includes declarative knowledge about abstract and relational concepts 

(Goldwater & Schalk, 2016) and about more isolated facts (Schneider & Grabner, 2012) as 

well as procedural knowledge about how to solve problems (Anderson et al., 2004). It also 

includes scientifically incorrect misconceptions as well as scientifically correct concepts 

(Shtulman & Valcarcel, 2012; Smith III. et al., 1993). Knowledge is domain specific when it 

relates to the key principles in a domain, such as the concept of equivalence in mathematics or 

the concept of force in physics (Carey & Spelke, 1994; Wellman & Gelman, 1992). Domain-

specific knowledge is sometimes termed content knowledge (Chi & Ceci, 1987) and has been 

described as a central component of competence, academic achievement, expertise, and 

similar cognitive learning outcomes (Gobet, 2005; Hunter, 1986; OECD, 2016; Steinmayr et 

al., 2014). We define prior knowledge as the knowledge available in a person’s long-term 

memory at the onset of learning (cf. Alexander et al., 1991; Dochy & Alexander, 1995).  

How Does Prior Knowledge Influence Learning? 

Prior knowledge cannot influence learning as long as it is stored only in long-term 

memory. Most learning theories assume that prior knowledge needs to be activated and needs 

to affect learning processes, which then influence the learning outcomes. From a 

methodological point of view, learning processes are mediators because they are influenced 

by prior knowledge and influence the learning outcomes. The research literature has shown 

that prior knowledge can affect learning through the positive mediation of some pathways and 

the negative mediation of others (e.g., Bodner et al., 2014; Jones & Pyc, 2014; Noveck et al., 



2001; Robidoux & Besner, 2011; Siegler et al., 2011; Sternberg, 1996; Sternberg & Frensch, 

1992; Vamvakoussi & Vosniadou, 2004). Below, we give examples of these pathways. 

Mediators of Positive Effects of Prior Knowledge 

There are at least six pathways with positive effects. First, prior knowledge can 

positively affect learning outcomes by guiding learners’ attention (e.g., Tanaka et al., 2008; 

Yu et al., 2012). Second, it facilitates the interpretation and encoding of new information 

(Brod et al., 2013; van Kesteren et al., 2014), as in text comprehension (Kintsch, 1994; Ozuru 

et al., 2009). Third, it allows for the bundling of new information into chunks that can be 

efficiently memorized, processed, and retrieved (Chase & Simon, 1973; Ericsson et al., 1980; 

Gobet et al., 2001). Fourth, prior knowledge about the effectiveness and efficiency of 

problem-solving strategies enables more exploration, more goal-directed behavior, and the 

construction of more advanced new strategies (Schneider et al., 2011; Siegler, 1996). Finally, 

prior knowledge helps learners evaluate the credibility of sources and the plausibility of new 

information (Lombardi et al., 2015).  

Mediators of Negative Effects of Prior Knowledge 

Prior knowledge can negatively affect learning outcomes through the mediation of at 

least five other mental processes. First, misconceptions and incomplete correct knowledge in 

a domain (e.g., that the surface of the earth looks flat in everyday life) can give rise to 

incorrect conclusions (e.g., the earth is a disc; Vosniadou & Brewer, 1992) that hamper 

further learning. Second, learners with high correct prior knowledge in a domain tend to pay 

selective attention to the features of a situation they have found relevant for solving problems 

in the past. This selectivity can induce perceptual biases (Hecht & Proffitt, 1995; 

Lewandowsky & Kirsner, 2000) or prevent learners from finding new and better problem 

solutions (Einstellung effect; Bilalić et al., 2010; Luchins & Luchins, 1959). Third, the 

extended practice necessary to automatize procedural knowledge is another possible cause of 

inflexible behavior (Johnson, 2003; Müller, 1999). Fourth, having more knowledge elements 



about a topic increases the probability of intrusions or interferences involving these elements 

in the same domain (Arkes & Freedman, 1994; Castel et al., 2007). Finally, through negative 

transfer, correct knowledge in one domain can hamper learning in another (Woltz et al., 

2000). For example, children’s highly automatized and correct knowledge about whole 

numbers can interfere with learning about fractions, which look similar but differ in terms of 

important mathematical characteristics, such as density (Siegler et al., 2013).  

Overall Net Effect of the Mediating Relations 

The literature review of the mediation relations shows that the same piece of prior 

knowledge can affect learning through the positive mediation of some mechanisms and the 

negatively mediation of others. Even correct prior knowledge does not always help; it can 

sometimes hinder learning. The overall net effect of prior knowledge on learning results from 

the combination of the positive and negative mediation paths that might partially cancel each 

other out. Moreover, the relative strengths of the mediation paths might differ depending on 

characteristics of the knowledge to be learned, characteristics of the learners, and 

characteristics of the instruction. To the best of our knowledge, no theory has predicted the 

strength of the overall effect of prior knowledge on learning and how strongly it is moderated 

by third variables. However, many studies have empirically investigated aspects of these 

questions. Thus, we conducted a meta-analysis of the effect of prior knowledge on learning in 

order to summarize the previous empirical findings regarding (a) the average effect of prior 

knowledge on learning, (b) the distribution of the effect sizes (i.e., whether there are distinct 

groups of studies in which prior knowledge has a positive or negative effect), (c) the 

heterogeneity of the findings, and (d) moderators that can explain why prior knowledge has a 

stronger effect in some studies, populations, or domains compared to others. Below, we argue 

that two types of effect sizes need to be analyzed separately in this meta-analysis. 

Confusion About the Interpretation of Correlations Among Pretest, Posttest, and 

Knowledge Gains  



Many previous studies of prior knowledge used posttest knowledge as the outcome 

measure for learning; for example, they either analyzed the correlation between individual 

differences in prior knowledge and individual differences in posttest knowledge or they used 

group differences in prior knowledge to predict group differences in posttest knowledge. The 

majority of these studies found strong positive effect sizes (e.g., Bailey et al., 2015; Fyfe & 

Rittle-Johnson, 2016; Geary et al., 2017; Wagner et al., 1997). Many authors interpret these 

correlations as indicating the importance of prior knowledge for learning. However, from our 

point of view, this is a misinterpretation of the findings. The correct interpretation of the 

findings requires researchers to distinguish between posttest knowledge and knowledge gains 

as dependent variables.  

Prior Knowledge as a Predictor of Posttest Knowledge 

A strong association between prior knowledge and posttest knowledge indicates the 

extent to which individual differences between learners’ amounts of knowledge remain stable 

from before to after learning. For example, a strong positive correlation implies that the rank 

order of learners with respect to the amount of their knowledge remains relatively unchanged. 

The correlation rP between individual differences at pretest and at posttest can thus be used to 

predict how well a learner will perform compared to other learners. However, if nobody 

learned anything between pretest and posttest, the learners’ rank order would not change and 

the correlation rP would also be high and positive. If, independently of the amount of their 

prior knowledge, all learners acquired the same amount of new knowledge between pretest 

and posttest, their rank order would also not change and the correlation rP would be strong 

and positive. Obviously, the correlation rP can be strong and positive even in cases where 

prior knowledge is completely unrelated to learning.  

Prior Knowledge as a Predictor of Knowledge Gains 

In contrast to rP, the correlation rG between prior knowledge and knowledge gains 

indicates the extent to which learners with a high amount of prior knowledge have smaller 



knowledge gains (rG < 0) or larger knowledge gains (rG > 0) than their peers with less prior 

knowledge. For example, the correlation rG between prior knowledge and knowledge gains 

can be used to predict the extent to which learners with low prior knowledge fall behind more 

knowledgeable learners or catch up with them. As such, the correlation indicates the extent to 

which there is a Matthew effect or a compensatory effect. A positive correlation rG would 

empirically support the KiP.  

Individual and Group Differences in Prior-Knowledge Effects 

Everything stated so far about individual differences in knowledge and their 

intercorrelations also applies to group differences in knowledge in experimental or quasi-

experimental designs. For example, researchers can use a repeated-measures analysis of 

variance (ANOVA) to investigate how a between-subjects factor such as group (high-prior-

knowledge group vs. low-prior-knowledge group) and a within-subjects factor such as time 

(pretest vs. posttest) predict the dependent variable knowledge. In this case, a significant main 

effect of group would not indicate that prior knowledge affected learning. For example, it is 

possible that both groups’ amounts of knowledge remained unchanged, such that the posttest 

differences in knowledge are the same as the pretest differences in knowledge. Thus, there 

can be a significant main effect of (groups differing in) prior knowledge even in situations 

where participants did not learn anything. It is also possible that the knowledge differences 

between the groups are exactly the same at pretest and posttest, so that prior knowledge 

obviously did not affect how much was learned, despite the significant main effect of prior 

knowledge (group). Only a significant interaction effect between the factors knowledge and 

time would indicate that groups differing in their pretest knowledge also differed in how the 

amount of their knowledge change from pretest to posttest. Researchers would then need to 

look at the means to interpret whether there were relevant between-group differences in 

knowledge at pretest and whether these led to a Matthew effect or a compensatory effect. The 

explanation for why the same logic can be applied to correlations of individual differences (rP 



and rG) and to ANOVAs of group differences is that, under the general linear model, both 

ANOVAs and correlations can be reformulated as regression analyses (Warne, 2017). 

Accordingly, the three types of effect size indices – correlations, regression coefficients, and 

eta-squared values from ANOVAs – can be transformed into each other. In the remainder of 

the article, when we refer to the correlations rP and rG between individual differences, we 

always also mean effect sizes from group-level analyses of knowledge. We included effect 

sizes from analyses of individual differences and from group differences in our statistical 

analyses, and we expected similar patterns of findings from both types of study.  

Absolute and Normalized Gain Scores 

Knowledge gains can be computed as either absolute gain scores (i.e., AG = posttest 

score – pretest score) or normalized gain scores (i.e., NG = (posttest score – pretest score) / 

(scale maximum – pretest score); Hake, 1998). Absolute gain scores have the disadvantage 

that learners with a high amount of prior knowledge have less room on the scale for 

improvements than learners with a low amount of prior knowledge. Normalized gain scores 

account for this problem by dividing the absolute learning gain by the maximal possible 

learning gain (Hake, 1998). However, there is an ongoing methodological debate about 

whether normalized knowledge gains might sometimes be biased against learners with low 

prior knowledge (Coletta & Steinert, 2020; Nissen et al., 2018). For example, both a learner 

improving their knowledge from 0% to 50% correctly solved items on a knowledge test and a 

learner improving their knowledge from 80% to 90% have a normalized knowledge gain of 

50% even though one person acquired five times more knowledge than the other person in 

absolute terms. Thus, normalized knowledge gains might sometimes conceal relevant 

differences between learners (Burkholder et al., 2020). We conclude that neither absolute nor 

normalized knowledge gain scores are optimal. Both have advantages and disadvantages. We 

included both absolute and normalized gain scores in our meta-analysis and compared the 



findings. We denote the correlation between prior knowledge and absolute knowledge gains 

as rAG and the correlation between prior knowledge and normalized knowledge gains as rNG.  

Partial Independence of the Stability of Individual Differences and the Predictive Validity 

for Learning 

The correlation of prior knowledge with posttest knowledge is partly independent of 

the correlation of prior knowledge with normalized gains. This is shown in Figure 1. It depicts 

five fictional persons’ amount of knowledge before (pretest) and after (posttest) a learning 

phase. The figure shows that both correlations (rP and rNG) can be high and positive (top left), 

close to zero (top middle), or strong and negative (top right), but it is also possible that the 

correlation rP with posttest knowledge is strong and positive, whereas the correlation with 

knowledge gains rNG is strong and negative (bottom left) or close to zero (bottom middle). 

Only the combination of a null correlation with posttest knowledge and a strong positive 

correlation with knowledge gains is impossible, because the latter correlation increases and 

thus stabilizes differences between learners. The same combinations can be found and the 

graphs would look similar for absolute knowledge gains.  

The correlations rP, rAG, and rNG do not indicate whether the sample, on average, 

gained knowledge or lost knowledge because correlations are invariant to transitions of the 

mean. For example, strong positive correlations rP and rNG can go along with pretest–posttest 

increases (Figure 1, top left) and pretest–posttest decreases (bottom right) of the average 

amount of knowledge in the sample. 

The mathematical relation between pretest knowledge, posttest knowledge, and 

knowledge gains is well understood. For the correlation rAG between pretest knowledge and 

absolute knowledge gains, it has been shown that 

𝑟𝑟𝐴𝐴𝐴𝐴 = 𝑟𝑟𝑃𝑃𝑆𝑆𝑆𝑆𝑌𝑌−𝑆𝑆𝑆𝑆𝑋𝑋

�𝑆𝑆𝑆𝑆𝑋𝑋2+𝑆𝑆𝑆𝑆𝑌𝑌2−2𝑟𝑟𝑃𝑃𝑆𝑆𝑆𝑆𝑋𝑋𝑆𝑆𝑆𝑆𝑌𝑌
, 

  

(1) 



 

Figure 1. Six sets of correlations of prior knowledge with posttest knowledge (rp) and normalized knowledge gains (rNG), visualized using five 

fictional persons’ amount of knowledge before (pretest) and after learning (posttest) as an example.
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where rP is the correlation between pretest and posttest, SDX is the standard deviation of the 

pretest, and SDY is the standard deviations of the posttest (Linn & Slinde, 1977, Equation 1). 

Because the denominator is always positive, the sign of rAG depends on the sign of the 

numerator. Because rp is smaller than one, rAG can be positive only when the standard 

deviation SDY of the posttest values is larger than the standard deviation SDX of the pretest 

values. This is plausible, because it means that a positive correlation between prior knowledge 

and knowledge gains goes along with a Matthew effect, that is, with an increase in the 

standard deviations of learners’ knowledge over time (e.g., as shown in Figure 1, top left). 

When rP is small or when the standard deviations at pretest and posttest are similar, rAG 

becomes negative (Linn & Slinde, 1977). The formula implies that rP and rAG are not 

redundant with each other, because additional information (i.e., information about the 

standard deviations) is required to compute one from the other. Because the standard 

deviations as well as the values of rP differ between studies, it is ultimately an empirical 

question how strongly prior knowledge correlates with knowledge gains in research on 

knowledge acquisition processes. We know of no mathematical analyses of the relation 

between rP and rNG. Because rAG and rNG are similar in that both are computed with types of 

difference scores, we expected that rAG and rNG relate to rP in similar ways. 

Confusion About the Interpretation of the Effect Sizes 

Many authors investigating prior knowledge seem to be unaware of the fact that the 

relations of prior knowledge with posttest knowledge and with knowledge gains are non-

redundant, that they have different meanings, and that only the latter relation can facilitate the 

evaluation of the KiP. For example, many previous studies (e.g., Greene et al., 2010; Hailikari 

et al., 2008; Liu et al., 2014; Müller-Kalthoff & Möller, 2003; Shapiro, 2004; Shin et al., 

1994), including some of our own (Schneider & Hardy, 2013), interpreted the correlation 

between prior knowledge and posttest knowledge as evidence for learning or as evidence in 

line with the KiP. That is, they interpreted the correlation rP with posttest knowledge as if it 
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were the correlation rG with knowledge gains. Additionally, many studies (e.g., Manolitsis & 

Tafa, 2011; Meltzer, 2002; Stavrova & Urhahne, 2010; Verhagen et al., 2008; Walpole et al., 

2017) reported only one of the two types of correlation even though their data would have 

allowed them to report both. This indicates a lack of awareness that a value of rP can indicate 

quite different knowledge acquisition patterns depending on the value of rG (e.g., Figure 1, 

top left vs. bottom left) and that a value of rG can indicate different knowledge acquisition 

patterns depending on the value of rP (e.g., Figure 1, top left vs. top right). Thus, these 

correlations should always be reported and interpreted together. Only then does it become 

possible to distinguish between patterns of knowledge acquisition such as those shown in 

Figure 1. 

The Current Study 

Even though many studies have investigated the processes by which prior knowledge 

affects learning, the overall net effect of these processes, that is, the overall effect of prior 

knowledge on learning, has not been investigated in a published meta-analysis. In the present 

meta-analysis, we investigated five research questions. First, how high is the stability of 

individual difference in knowledge over time averaged across studies (Research Question 1)? 

As explained above, this stability is indicated by the correlation rP between prior knowledge 

and knowledge at posttest. Many studies found this stability to be high. A high stability is 

plausible, because knowledge acquisition is a long-term process in which small individual 

differences in learning rates lead to large accumulated individual differences in the amounts 

of acquired knowledge over time (Ericsson & Charness, 1994; Siegler & Svetina, 2002). It is 

unlikely that these large accumulated individual differences change strongly over the course 

of an empirical study. Thus, we hypothesized that the correlation of prior knowledge with 

posttest knowledge is high (by the standards of Cohen, 1992, i.e. r ≥ .50). 

Second, is the distribution of the correlations rNG between prior knowledge and 

knowledge gains bimodal or unimodal (Research Question 2)? We expected that prior 
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knowledge, on average, would be weakly correlated with knowledge gains. In some studies, 

they might be lower and even range into the negative numbers; in other studies, they might be 

strong and positive. We expected that extreme negative and positive effect sizes will occur 

less frequently than average ones, leading to a unimodal distribution of effect sizes 

(Hypothesis 2). This is not self-evident, because it is also possible that prior knowledge either 

strongly helps or hinders learning, which would lead to a bimodal distribution with one peak 

in the negative range and one peak in the positive range. 

Third, if the distribution of the correlations rNG between prior knowledge and 

knowledge gains is unimodal, then what is the mean of this distribution (Research Question 

3)? On one hand, the KiP predicts that prior knowledge will strongly affect learning. On the 

other hand, prior knowledge can affect learning through the positive mediation of some 

mechanisms and the negative mediation of others. Combining these two views, we expected 

that the correlation rNG between prior knowledge and knowledge gains would be greater than 

zero, but much weaker than the correlation rP between prior knowledge and posttest 

knowledge (0 < rNG < rP; Hypothesis 3). 

Fourth, how are the stability of knowledge (rP) and the predictive power of prior 

knowledge for learning (rNG) related across studies (Research Question 4)? A central aim of 

our meta-analysis is to demonstrate the importance of distinguishing between the stability of 

knowledge (rP) and the predictive power of prior knowledge for learning (rNG). In the 

introduction, we demonstrated that on the statistical level, it is possible that the two 

correlations are similar in a study (e.g., rP = 1 and rNG = 1; Figure 1, top left) but also possible 

that they differ strongly (e.g., rP = 1 and rNG = 0; Figure 1, bottom middle). From the 

perspective of research on knowledge acquisition, it does not seem plausible to assume that 

the stability of individual differences in knowledge should always be similar to the predictive 

power of prior knowledge for learning something new. We thus hypothesized that the 

correlation between the correlations rP and rNG would be small or maximally medium, but not 
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large (Hypothesis 4). By the standards of Cohen (1992), this implies a correlation between 

(Fisher Z-transformed) rP and rNG that is smaller than r = .50. We expected the correlation 

between rP and rAG to be approximately as low as the correlation between rP and rNG.  

Finally, is the average correlation rAG found with absolute knowledge gains smaller 

than the average correlation rNG found with normalized knowledge gains (Research Question 

5)? As explained in the introduction, the correlation with absolute knowledge gains rAG is 

biased by the fact that learners with high prior knowledge have less room for improvement on 

the knowledge measure than learners with low prior knowledge. Normalized knowledge gains 

represent an attempt to correct for this bias. Thus, we hypothesized that the correlation 

between prior knowledge and absolute knowledge gains is smaller than the correlation 

between prior knowledge and normalized knowledge gains (rAG < rNG; Hypothesis 5).  

In addition to testing these five hypotheses, we conducted a broad range of exploratory 

moderator analyses in order to examine the generalizability of the findings across, for 

example, knowledge types, content domains, and learner groups. All included moderators are 

listed in SM2. In conducting the meta-analysis, we followed the PRISMA standards (Page et 

al., 2020) as far as possible. 

Method 

Literature Search 

Figure 2 summarizes the literature search process and inclusion criteria in a PRISMA 

flow diagram (Page et al., 2020). In May 2018, we searched the title, abstract, and keywords 

of all articles in the literature databases PsycINFO and ERIC. The search string (shown in 

Figure 2) was designed to include not only studies explicitly using the term prior knowledge 

but also other studies where knowledge was assessed in designs with at least two 

measurement points. We limited the PsycINFO search to quantitative empirical studies with 

non-disordered participants (i.e. excluding studies conduct with groups of participants who 

were diagnosed with physical or mental disorders or disabilities), written in the English   
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Figure 2. PRISMA flow diagram for the literature search. 
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language, and published in a peer-reviewed journal and we limited the ERIC search to journal 

articles. In an additional exploratory search, we used internet search engines with various 

combinations of search words. We also sent out emails over AERA and EARLI mailing lists 

and made internet postings asking for any relevant published or unpublished studies missed 

by the standardized database search. This exploratory search yielded 29 additional studies. 

We accounted for publication bias using visual and statistical methods, which we describe in 

the results section. 

Inclusion of Studies 

The three inclusion criteria were as follows: (1) The study included an assessment or 

an experimental manipulation of the amount of learners’ domain-specific prior knowledge as 

defined in the introduction. To facilitate the interpretation of the results, we excluded studies 

that manipulated the activation rather than the amount of prior knowledge (e.g., Amadieu et 

al., 2015) or that compared learning with familiar versus unfamiliar materials (e.g., Badham et 

al., 2016). We included only objective quantitative measures of domain-specific prior 

knowledge and excluded self-assessments, composite scores from more than one domain, and 

measures of crystallized intelligence, abilities, achievement, or meta-cognitive knowledge. (2) 

The study included a measure of knowledge or achievement after learning or of the 

knowledge gains made from one measurement point to another. Studies in which the domain 

of the prior-knowledge test and the learning-outcome test differed were included. We also 

included composite measures of learning outcomes in more than one domain (e.g., GPA). We 

excluded learners’ self-ratings of their learning outcomes. (3) The study reported the 

information required to compute at least one standardized effect size of the strength and the 

direction of the association between prior knowledge and posttest knowledge, absolute 

knowledge gains, or normalized knowledge gains.  

After removing all duplicates, we screened the remaining 9,875 titles and abstracts and 

excluded studies that were obviously not relevant to our meta-analysis. The first author acted 
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as the main coder and screened all titles and abstracts. Another trained coder independently 

screened a random sample of 100 titles and abstracts. The absolute intercoder agreement was 

83%. Next, we obtained the full texts of the included titles and abstracts. The main coder and 

three trained student research assistants screened these full texts for inclusion. The absolute 

intercoder agreements of the three research assistants with the main coder were 82%, 72%, 

and 79%. Disagreements were resolved through discussion. The 493 studies finally included 

in the meta-analysis are listed in the Supplemental Materials (SM1).  

Obviously, the field of research on prior knowledge includes many more than 493 

studies. However, the majority of studies on prior knowledge that were not included here 

investigated questions outside the scope of this meta-analysis. They assessed knowledge 

qualitatively, quantified characteristics of knowledge other than its amount (e.g., 

automatization or integratedness), had only one measurement point, used prior knowledge to 

predict dependent variables other than knowledge or achievement, predicted knowledge 

acquisition by variables other than prior knowledge, etc. For these reasons, we could not 

include these studies in the present meta-analysis. 

Data Coding 

Data coding was based on a review protocol that included predefined coding rules that 

were used for coder training and final coding of the articles. This meta-analysis has not been 

pre-registered. After coder training, the first author and three trained student research 

assistants independently coded the same 100 effect sizes and moderator information from the 

included full texts. The absolute agreements of the three research assistants with the main 

coder were 92%, 89%, and 90%, respectively. Disagreements were resolved through 

discussion. The main coder then coded about half of the studies and each research assistant 

about one-sixth of the studies individually. For studies with more than two measurement 

points, we coded the correlation between prior knowledge and posttest knowledge for each 

possible pair of measurement points (e.g., T1 with T2, T1 with T3, and T2 with T3). We 
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coded the correlation between prior knowledge and knowledge gains for all effect sizes, 

which included the pretest in the calculation of knowledge gain (e.g., the correlation of 

knowledge at T1 with knowledge gains from T1 to T2 but not the correlation of knowledge at 

T1 with knowledge gains from T2 to T3).  

 

Table 1. 

Description of the included moderators 

Moderator Description 

Knowledge characteristics  

Knowledge type Several cognitive learning theories distinguish between 
types of knowledge differing in their characteristics. We 
coded whether knowledge was declarative knowledge, 
procedural knowledge, or declarative and procedural 
mixed. 

Knowledge subtype We coded four knowledge types: facts, conceptual 
knowledge, motor skill, and cognitive skill.  

Broad content area Content domains can differ in the types and organization of 
the knowledge. We coded six broad content areas: STEM, 
Language, Humanities, Social Sciences, Health Sciences, 
and Sports 

Content domain We coded the content domain of knowledge as reported in 
the paper.  

Similarity of prior 
knowledge and 
learning outcome 

Similarity helps learners to see relations between knowledge 
structures. Thus, the more similar prior knowledge and 
knowledge to be learned are, the easier it might be for 
learners to use their prior knowledge in learning. For seven 
dimensions, we coded whether the similarity between prior 
knowledge and posttest knowledge was high or low: content 
area, knowledge type, physical context, temporal context, 
functional context, social context, and modality.  

Learner characteristics  

Age We coded the sample mean age of the learners (in years) at 
pretest.  

Educational level The educational level might moderate the relation between 
prior knowledge and learning, because educational levels 
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tend to differ in learner age, instructional methods, and 
learning goals. We coded learners’ educational level at 
pretest as follows: daycare, kindergarten/preschool, 
primary education, secondary education, higher education, 
continued education, and several.  

Environmental 
characteristics 

 

Intervention setting To test whether the effects of prior knowledge differ 
between studies employing different interventions, we 
coded four different settings of the intervention: no 
intervention, school instruction only, school instruction and 
other intervention, or other intervention only.  

Intervention duration We coded the duration of the intervention to test whether 
prior knowledge has stronger effect sizes for longer learning 
processes than in shorter learning processes. For studies 
with an intervention, we categorized the duration into: 0-2 
hours, 2-24 hours, 2-7 days, and more than one week. 

Cognitive demands of 
intervention 

Prior knowledge might have stronger positive effects when 
the cognitive demands of an instructional intervention are 
higher, because in that case the learners need to elaborate 
and infer more knowledge. Whenever studies employed two 
different experimental conditions differing in their cognitive 
demands, we coded the demands of the intervention as 
higher or lower.  

Instructional methods 
in intervention 

For studies with an intervention, we coded whether each of 
the following nine instructional methods were used in the 
intervention: written instruction, oral instruction, 
multimedia, practice, constructive activities, technology, 
feedback, collaborative learning, and problem-based 
learning.  

Country We coded the country in which the data were collected and 
the participants went to school. 

Methodological study 
characteristics 

 

Randomized 
controlled trial 

To test whether prior knowledge has a causal effect on 
learning or merely correlates with it we coded whether the 
effect size was obtained from a randomized controlled trial. 
. We coded a study as randomized controlled trial when 
each participant was randomly assigned to one of two (or 
more) groups and group differences in (prior) knowledge 
were induced before a learning phase that was the same for 
all participants. 
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Publication Effect 
Size 

We coded whether the effect size was reported in a 
publication or whether authors had sent it to us. This 
allowed us to assess the degree of publication bias in the 
published effect sizes.  

Study design We coded whether group differences or individual 
differences in knowledge were used as independent variable 
in the computation of the effect size. Group differences was 
coded for experiments and quasi-experiments. Individual 
differences was coded for continuous measures of prior 
knowledge, e.g., in longitudinal designs. 

Number of items at 
pretest and posttest 

We coded the numbers of items in the test of prior 
knowledge (i.e. the pretest) and in the posttest.  

Response format We coded the response format of the items on the 
knowledge tests as follows: open, fill-in, single or multiple 
choice, rating, behaviour, other, and various.  

Retention test We coded whether the effect size pertained to a retention 
test (i.e. a test after the posttest) to investigate whether the 
effect of prior knowledge lasts beyond the intervention. 

Same test for prior 
knowledge and 
learning outcome 

To test whether the test given to the participants affects the 
effect sizes, we coded whether the same test was used in the 
pre- and posttest or not.  

Measures at T2  

Outcome We coded whether the outcome was knowledge or 
achievement.  

Domain specificity We coded whether the outcome assessed knowledge or 
achievement in a single domain (e.g., history) or averaged 
over several domains (e.g., a science achievement test with 
items about physics, chemistry, and biology). 

 

Requesting Information Missing in the Publications 

After coding the effect sizes from the included studies, we sent out 1,192 emails to 

authors of published studies that met the inclusion criteria but did not report a relevant effect 

size. The authors could email us original datasets or already computed effect sizes. 

Alternatively, they could enter effect sizes and moderator information in an online 

questionnaire, which guided them through the submission process and gave detailed 

instructions. Overall, researchers submitted unpublished effect sizes or data with which to 
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compute them for 71 studies (51 via email and 20 via the online survey), resulting in a total of 

1,252 effect sizes. Among the 71 studies was one manuscript under review at a journal and 

one unpublished dataset. We screened the effect sizes and moderator information for 

correctness and plausibility before including them in the meta-analysis. In the moderator 

analyses, we compared the published and the unpublished effect sizes to test for publication 

bias.  

Preparation of Effect Sizes 

The Supplemental Materials (SM3) list the equations for the preparation of the effect 

sizes for the meta-analytic integration. We used Pearson correlations (r) as the dependent 

variable of our meta-analysis because the majority of the included studies reported 

correlational results. Whenever a study compared a high- and a low-prior-knowledge group 

and reported the group means and standard deviations for at least two measurement points, we 

calculated the absolute and the normalized gain scores from this information. Absolute 

knowledge gains were computed as posttest score – pretest score, and normalized knowledge 

gains were computed as (posttest score – pretest score) / (scale maximum – pretest score) 

(Hake, 1998). We then computed group differences in these gain scores as Cohen’s d values, 

respectively. For studies reporting group differences for the posttest only, we computed 

Cohen’s d for this difference. We then converted the Cohen’s ds to Pearson correlations. 

Unless specified otherwise, all correlations were coded such that a positive value indicated 

that a higher quantity of (correct or incorrect) prior knowledge went along with a higher 

quantity of (correct or incorrect) posttest knowledge or positive pretest–posttest gains. All 

correlations were subjected to a Fisher Zr-transformation to approximate a normal sampling 

distribution (Lipsey & Wilson, 2001) before the meta-analytic integration.  

We corrected the correlations for measurement error only when the original studies 

reported the reliabilities of the measures; such correction would otherwise make the 

correlation between two constructs appear smaller than it actually is (Schmidt & Hunter, 
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2015, p. 112). Some researchers measured prior knowledge as a continuous variable and then 

dichotomized the participants into a high- and a low-prior-knowledge group. We corrected for 

this loss of variance using the formula given by Schmidt and Hunter (2015, p. 134). We 

winsorized the corrected correlations and variances to less extreme values when they were 

smaller than -1 or larger than 1 due to the corrections. Throughout the manuscript, we use the 

symbol r+ to refer to the corrected effect sizes.  

We identified outlier effect sizes through Cook’s values (Cook & Weisberg, 1982; 

Viechtbauer & Cheung, 2010) using the metafor package (Viechtbauer, 2010) in R (R Core 

Team, 2014). We excluded two outliers found with posttest knowledge (Lonigan et al., 2000; 

Ree et al., 1995), six with absolute knowledge gains (Fyfe et al., 2012; Kruk et al., 2014; 

Webb & Chang, 2015; Zacharia et al., 2012), and four with normalized knowledge gains 

(Fyfe et al., 2012; Webb & Chang, 2015; Winters & Azevedo, 2005; Zacharia et al., 2012).  

Statistical Analysis 

Publication Bias 

We visually and statistically tested for publication bias using funnel plots and Egger 

regressions for random-effects models (Egger et al., 1997). These tests were conducted using 

the metafor package (Viechtbauer, 2010) in R. In the moderator analyses, we also tested 

whether the published and the unpublished effect sizes systematically differed. 

Meta-Analytic Integration 

The formulas for the meta-analytic integration of the effect sizes are provided in the 

Supplemental Materials (SM3). The majority of the included studies reported several effect 

sizes – for example, for various dependent measures or measurement points. These effect 

sizes are statistically dependent and thus violate a central assumption of classical meta-

analytical models. To handle statistically dependent effect sizes, we employed robust variance 

estimation (Hedges et al., 2010; Tanner-Smith et al., 2016). Given the expected heterogeneity, 

we used random-effects models for the meta-analytic integration (cf. Raudenbush, 2009). The 
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mean effect sizes and meta-regression models were estimated using a weighted least squares 

approach (cf. Hedges et al., 2010; Tanner-Smith & Tipton, 2014). The statistical analyses 

were performed using the robumeta package (Fisher & Tipton, 2014) in R. The data and 

statistical code used in this meta-analysis is available upon request. 

Moderators 

We separately computed the mean effect size for every level within a moderator 

category. For levels with degrees of freedom smaller than four, we reported only the mean, 

not the confidence interval, because the results were not trustworthy due to the small number 

of observations (Fisher & Tipton, 2014). These levels were also excluded from the 

significance tests of the moderator analyses. Before performing the moderator analyses, 

continuous moderator variables (e.g., the learners’ age) were log-transformed to obtain 

normal distributions (Tabachnick & Fidell, 2014, pp. 120-123). Categorical moderator 

variables (e.g., knowledge type) were dummy coded using the moderator level with the lowest 

effect size as the reference level. The moderators were entered as predictors in regression 

models for the prediction of the effect sizes (see SM3 for details). To avoid multicollinearity 

due to the high number of potentially intercorrelated moderators, we investigated each 

moderator in a separate regression analysis unless stated otherwise. For dummy-coded 

variables, each predictor indicated whether the coded moderator level significantly differed 

from the reference level. We computed the overall significance for each regression analysis 

using the Wald-test function of the clubSandwich package (Pustejovsky, 2017; Tanner-Smith 

et al., 2016) in R. We computed the overall proportion of explained variance R2 for each 

regression model as described in SM3.  

Results 

Available Empirical Evidence 

Characteristics of the Included Studies 
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The 493 included studies reported findings from 685 independent samples and 126,050 

participants in total. The studies presented (or allowed the computation of) 8,776 effect sizes. 

The publication year had a median of 2012. The oldest publication was from 1965. Of the 493 

articles, 68% were published within the last 10 years. Forty-seven countries were represented 

in the meta-analysis. Most studies reported data from North America (45%), followed by 

Europe (33%), Asia (12%), the Middle East (4%), Australia/New Zealand (4%), Africa (1%), 

and South America (1%). The time between the measurement of prior knowledge (pretest) 

and of the learning outcome (posttest) varied between 0 and 3,780 days, with a median of 360 

days. The learners’ sample mean age ranged from 7.5 months to 42.39 years, with an overall 

mean of 11.32 years (SD = 6.90).  

Characteristics of the Included Effect Sizes 

The majority of the studies reported the correlation between prior knowledge and 

posttest knowledge. This relation was investigated in 476 of the included studies, reporting 

7,772 effect sizes ranging between rp
+ = -.565 and rp

+ = .995. Of these, 45 effect sizes from 

nine studies were obtained in randomized controlled trials (RCTs). We categorized a study as 

an RCT when the participants were randomized into at least two groups and the levels of prior 

knowledge were manipulated to differ between these groups prior to learning. The nine 

included RCT studies framed their prior-knowledge manipulation as preteaching condition, 

pretraining intervention, provision of additional information, knowledge induction, or 

instruction on prerequisite knowledge. Of the nine studies, two performed the randomization 

on a class level and seven on an individual level. A manipulation check followed the prior-

knowledge manipulation in three of the nine studies. The experimental manipulation of prior 

knowledge before the actual instruction took between 5 and 180 minutes. For 45 studies with 

1,898 effect sizes, it was possible to control the correlation between prior knowledge and 

posttest knowledge for intelligence using partial correlations.  
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The association between prior knowledge and knowledge gains was investigated in 

fewer studies. The correlation between prior knowledge and absolute knowledge gains could 

be computed for 50 studies with 307 effect sizes ranging from rAG
+ = -.954 to rAG

+ = .623. 

The correlation between prior knowledge and normalized knowledge gains could be 

computed for 69 studies with 697 effect sizes ranging from rNG
+ = -.943 to rNG

+ = .929. None 

of these studies was an RCT. One study with absolute gains and three studies with normalized 

gains allowed controlling for intelligence. 

No evidence for a publication bias, which is an underrepresentation of effect sizes 

close to zero, was found in our database. This held true for effect sizes found with posttest 

knowledge, absolute knowledge gains, and normalized knowledge gains, respectively, and it 

held true on the level of both individual effect sizes (Figure 3, left column) and study-average 

effect sizes (Figure 3, right column). Egger regressions did not indicate an 

underrepresentation of small effect sizes in any of the six cases depicted in Figure 3. In line 

with this, moderator analyses showed that the published and the unpublished effect sizes in 

the meta-analyses did not differ with statistical significance and had very similar values (see 

the Methodological Study Characteristics section in the Supplemental Materials SM4). 

Main Meta-Analytic Results 

Research Question 1: Stability of Differences in Knowledge Over Time 

As expected, the stability of individual differences and group differences in knowledge 

from pretest to posttest was high. The average correlation was rP
+ = .531 (95% CI [.509, 

.552], see Table 2). The correlation was statistically significantly greater than zero and strong 

according to the standards set by Cohen (1992). The small 95% confidence interval indicated 

a high precision of estimation, even though the heterogeneity of effect sizes was high (I2 = 

94.16). In line with this finding, the 95% prediction interval (Riley et al., 2011) was very 

large and ranged from -.067 to .848, indicating that, due to the presence of strong moderating 
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Figure 3. Funnel plots of the inverse of standard error and the effect size (corrected for artifacts 

and here transformed to Fisher’s Z) for the effect-size level (left) and the study level of 

aggregation (right) for posttest knowledge (top), absolute knowledge gains (middle), and 

normalized knowledge gains (bottom).    
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Table 2 

Overall Meta-Analytic Results for the Correlations of Prior Knowledge with Posttest Knowledge, Absolute Knowledge Gains, and Normalized Knowledge Gains 

 Correlation with  
posttest knowledge 

 Correlation with  
absolute knowledge gains 

 Correlation with normalized  
knowledge gains 

 j k rP+ CI rP+ 
95% τ2 I2  j k rAG+ CI rAG+ 

95% τ2 I2  j k rNG+ CI rNG+ 
95% τ2 I2 

Studies allowing the 
computation of at least 
one  
of the three types of 
effect sizes 

476 7772 .531 [.509, 
.552] .112 94.16 

 

50 307 -.263 [-.370,  
-.149] .224 98.05  69 697 -.059 [-.150, 

.034] .120 96.94 

Studies allowing the 
computation of all 
three types of effect 
sizes 

28 238 .632 [.517, 
.724] .145 93.72  28 238 -.277 [-.452,  

-.081] .229 95.63  28 238 .001 [-.215, 
.217] .179 94.47 

Randomized 
controlled trial                     

No 467 7727 .533 [.512, 
.554] .109 94.11  50 307 -.263 [-.370,  

-.149] .224 98.05  69 697 -.059 [-.150, 
.034] .120 96.94 

Yes 9 45 .394 [.132, 
.605] 293 91.94  0 0 - - - -  0 0 - - - - 

Controlling for 
intelligence                     

Before controlling 45 1898 .515 [.475, 
.553] .058 89.19  - - - - - -  - - - - - - 

After controlling  45 1898 .479 [.433 
.523] .078 91.78  - - - - - -  - - - - - - 

Note. j – number of studies, k – number of effect sizes
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effects, the results of future studies of knowledge stability can be predicted only with low 

precision.  

The connection between prior knowledge and posttest knowledge was investigated in 

nine RCTs. These studies found evidence for a causal effect of prior knowledge on posttest 

knowledge, as evidenced by the significant positive effect size of rP
+ = .394. The correlation 

between prior knowledge and posttest knowledge was not statistically significantly different 

between RCTs (Randomized controlled trial: yes in Table 2) and studies with other designs 

(Randomized controlled trial: no in Table 2), R2 = .001, p = .269. Controlling the correlation 

for intelligence across the 45 studies for which this was possible did not lead to a statistically 

significant decrease (z = 0.219, p = .413). Therefore, the small number of studies investigating 

these questions found that the association of prior knowledge with posttest knowledge was 

rather causal and could not be attributed entirely to a confounding influence of intelligence.  

Research Question 2: Distribution of Correlations Between Prior Knowledge and 

Knowledge Gains 

The distribution of the correlations rNG between prior knowledge and normalized 

knowledge gains is shown in Figure 4. The distribution was unimodal, with a single peak 

close to zero. The skewness of the effect size distribution was small, with a value of -0.230. 

The excess kurtosis was also small and had a value of 0.612. The mean of the distribution (-

.059) and the median of the distribution (.010) were very close to each other. Thus, the 

distribution of effect sizes was almost symmetrical and was similar to a normal distribution. A 

Kolmogorov–Smirnov test still indicated a statistically significant deviation from normality (p 

= .002), due to the high statistical power that comes with 697 effect sizes.  
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Figure 4. Distribution of the correlation rNG between prior knowledge and normalized 

knowledge gains. 

 

Research Question 3: Average Correlation Between Prior Knowledge and Normalized 

Knowledge Gains 

Contrary to Hypothesis 3, the correlation between prior knowledge and normalized 

knowledge gains was not significantly different from zero. As shown in Table 2, the meta-

analytically derived mean effect size was very small (rNG
+ = -.059, 95% CI [-.150, .034]), and 

the 95% confidence interval included zero. The confidence interval was small, indicating a 

high statistical power of the test. One reason for this was the large database of 697 effect sizes 

from 69 studies. The high heterogeneity index of I2 = 96.93 indicated that a large proportion 

of the variance of effect sizes was due not to sampling error but to moderating influences of 

other variables (Borenstein et al., 2017). Accordingly, the 95% prediction interval (Riley et 

al., 2011) was large [-.688, .621], indicating that, without additional information on 

moderators, the outcomes of future studies can hardly be predicted. 
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Research Question 4: Partial Independence of the Correlations Found with Posttest 

Knowledge and Knowledge Gains 

The correlation rP
+ found with posttest knowledge differed statistically significantly 

from the correlation rNG
+ found with normalized knowledge gains, t(482) = 13.80, p < .000 (d 

= 1.26). The correlation rP
+ also differed statistically significantly from the correlation rAG

+ 

found with absolute knowledge gains, t(482) = 12.70, p < .000 (d = 1.16). We repeated the 

analyses with only those 28 studies that reported sufficient information to compute and 

compare all three types of dependent variables, thus holding study characteristics constant 

over the three types of dependent variables (Table 2, line 2). This increased the differences. 

The mean correlations rP
+ and rNG

+ differed with statistical significance, t(26) = 5.74, p < .000 

(d = 2.25). The mean correlations rP
+ and rAG

+ also differed with statistical significance, t(26) 

= 6.91, p < .000 (d = 2.71). This showed that the differences between the correlations rP found 

with posttest knowledge and the correlations rNG or rAG found with knowledge gains were not 

due to confounding differences in study characteristics. These findings indicated that the 

correlation between prior knowledge and posttest knowledge tended to be much higher than 

the correlations between prior knowledge and knowledge gains. 

We had also hypothesized that the correlations rP found with posttest knowledge and 

the correlations rNG and rAG found with knowledge gains are only weakly associated across 

studies (Hypothesis 4). From the studies included in the meta-analysis, 238 pairs of 

correlations rP
+ and rNG

+ could be computed, such that the two correlations in the pair were 

computed with data from the same study, sample, measures, and measurement occasion, 

respectively. Figure 5a shows how weakly the two types of correlations were associated 

across studies. When the two correlations were Fisher Z-standardized to bring them to a linear 

scale, their intercorrelation was r = .216, p = 0.001. We performed the same analyses for the 

association between rP
+ and rAG

+. Figure 5b shows how weakly they were associated across 

studies. Their intercorrelation was r = -.051, p = .435. In line with Hypothesis 4, these 
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findings showed that the values from rNG and rAG cannot be inferred from the value of rP in a 

study. These results indicated that, independently of other study characteristics, the 

correlations of prior knowledge with posttest knowledge and with knowledge gains differed 

statistically significantly, captured partly independent aspects of learning, and needed to be 

analyzed separately. 

 

Figure 5. Relation between (a) rP and rNG (both Fisher Z-transformed; Pearson’s r = .216) and 

(b) rP and rAG (both Fisher Z-transformed; Pearson’s r = -.051). 

 

Research Question 5: Difference Between Absolute and Normalized Knowledge Gains 

We had expected the correlation rAG to be smaller than rNG, because it is likely to be biased by 

a ceiling effect for learners with high prior knowledge (Hake, 1998). Aggregated across 

studies, the correlation was rAG
+ = -.263 (95% CI [-.370, -.149]). As indicated by the 

confidence interval, this correlation was statistically significantly different from zero. The 
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correlation rAG
+ was smaller than rNG

+ (see Table 2). This difference was statistically 

significant, t(89) = 2.74, p = .016 (d = 0.58). We repeated the analyses with only those 28 

studies that reported sufficient information to compute and compare all three types of 

dependent variables, thus holding study characteristics constant over the three types of 

dependent variables (Table 2, line 2). This increased the differences and led to mean effect 

sizes of rNG
+ = .001 for normalized knowledge gains and rAG

+ = -.277 for absolute knowledge 

gains. This difference was statistically significant, t(26) = 3.92, p = .016 (d = 1.54). The 

finding that rAG
+ is lower (i.e., more negative) than rNG

+ was expected, because rAG
+ is more 

distorted by ceiling effects than rNG
+. 

Exploratory Moderator Analyses 

We conducted exploratory moderator analyses to examine the generalizability of our 

findings and to investigate the extent to which the large heterogeneity of the effect sizes can 

be explained by moderators. We explored knowledge-related, learner-related, environment-

related, and methodological moderators. Table S1 (SM4) shows how the overall effects were 

moderated by third variables. If the levels of moderators were coded but are not listed in 

Table S1, this indicates that no study or only one study reported the respective level of the 

moderator. If the confidence intervals or results of tests for moderator effects are not listed in 

Table S1, this indicates that the available evidence was too limited to permit the analysis.  

Generally, the results of the moderator analyses reported in Table S1 indicated a high 

degree of generalizability of our findings. Even though there are some moderator effects, the 

correlation rNG
+ between prior knowledge and knowledge gains was close to zero for all 

investigated knowledge types, content domains, countries, etc., except for written instruction. 

Likewise, the stability rP
+ of individual or group difference in knowledge from before to after 

learning was medium or strong for all investigated knowledge types, content domains, 

countries, etc. 

Knowledge-Related Moderators 
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The correlation between prior knowledge and posttest knowledge was moderated by 

the similarity of the dimensions knowledge type, content domain, functional context, social 

context, and modality of the two instances of knowledge. It was not moderated by the 

similarity of the physical or the temporal context. All similarity dimensions entered 

simultaneously in a multiple regression had a statistically significant moderating effect, which 

explained a variance proportion of R2 = .055 of the effect sizes rP
+. For the correlation 

between prior knowledge and normalized knowledge gains, the distribution of effect sizes 

allowed testing of only the moderating effect of the similarity of the temporal context, which 

turned out to be unrelated to the effect sizes rNG
+.  

The knowledge type moderated the correlation with posttest knowledge (R2 = .025) but 

not the correlation with knowledge gains. The correlation with posttest knowledge was lower 

(but still high, with rP
+ = .522) for declarative knowledge than for procedural knowledge or a 

mix of declarative knowledge and procedural knowledge. Like knowledge type, the content 

domain moderated the correlation with posttest knowledge (R2 = .040) but not the correlation 

with knowledge gains. The correlation with posttest knowledge was lowest (rP
+ < .50) for 

chemistry, geosciences, and physics, and highest (rP
+ > .60) for the category “other”, 

medicine and nursing, and mathematics. The broad content area had no moderating effect.  

Learner-Related Moderators 

The correlation between prior knowledge and posttest knowledge was independent of 

learner age. The correlation with gain scores was also age-independent. Educational level was 

a statistically significant moderator (R2 = .044) of knowledge stability (rP
+) but not for 

knowledge gains (rNG
+). The stability was lowest (rP

+ < .50) for daycare, kindergarten, and 

higher education, and highest (rP
+ > .58) for continued education, a mix of several educational 

levels, and primary education.  

Environment-Related Moderators 
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The cognitive demands of interventions were a statistically significant moderator, 

which explained a high proportion (R2 = .138) of the variance of the effect sizes rNG
+. On the 

descriptive level, there was a Matthew effect (rNG > 0) for higher cognitive demands and a 

compensatory effect (rNG < 0) for lower cognitive demands. However, both correlations 

barely missed the threshold for differing statistically significantly from zero, even though they 

differed statistically significantly from each other. The stability rP
+ was significantly higher 

for higher cognitive demands than for lower cognitive demands (R2 = .073).  

The stability of knowledge rP
+ was significantly higher for instructional interventions 

including small constructive activities, technology, or feedback than for other instructional 

interventions. When the learning phase between the prior-knowledge test and the learning-

outcome test included written instruction, the correlation between prior knowledge and 

knowledge gains was higher (rNG
+ = .219) than when there was no written instruction (rNG

+ = 

-.194). This statistically significant moderator explained a high variance proportion (R2 = 

.207), but only the positive correlation was significantly different from zero, thus indicating a 

Matthew effect for written instruction, whereas the negative correlation was only 

descriptively smaller than zero.  

Only a few countries had more than five studies investigating prior-knowledge effects 

in the context of their school instruction. Among them, Hong Kong had the lowest stability 

(rP
+ = .398), and Canada, China, Taiwan, Germany, the Netherlands, and the United States 

had significantly higher stabilities, ranging from .407 to .762.  

Methodological Moderators 

The effect sizes did not differ between published and unpublished effect sizes. The 

correlation rP
+ (but not rNG

+) increased with the number of pretest and posttest items and was 

higher when the same test was used for both measurement occasions compared to when 

different tests were used (R2 = .073). The correlations rP
+ and rNG

+ were independent of 

whether group differences or individual differences in knowledge were analyzed, which 
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response format was used in the tests, whether the posttest was a retention test, whether the 

posttest assessed knowledge or achievement, and whether the posttest assessed the learning 

outcomes in one domain or in various domains.  

Differences Between Correct and Incorrect Knowledge 

In the analyses reported in Tables 1 and S1 (see SM 4), we tested how the amount of 

prior knowledge predicted the amount of subsequent knowledge and achievement, 

irrespective of the correctness of this knowledge. These results need to be interpreted with 

caution, because of the 8,489 effect sizes in the meta-analysis, only 287 (i.e., 3%) were from 

studies in which incorrect knowledge was measured at pretest and/or at posttest, and none of 

these studies reported the correlation rNG or rAG between prior knowledge and knowledge 

gains.  

 In separate analyses, we tested whether the correctness of knowledge (i.e., 

misconceptions and error rates vs. correct concepts and solution rates) influenced the 

direction of the correlation rP. We gave all scores quantifying the amount of incorrect 

knowledge a negative sign and all scores quantifying the extent of correct knowledge a 

positive sign and recoded all the effect sizes accordingly. Table 3 displays the results of the 

analyses. As expected, the amount of correct prior knowledge positively correlated with the 

amount of correct posttest knowledge and negatively correlated with the amount of incorrect 

posttest knowledge. The amount of incorrect prior knowledge positively correlated with the 

amount of incorrect posttest knowledge and negatively correlated with the amount of correct 

posttest knowledge. The correctness of knowledge explained a variance proportion of R2 = 

.235 of the effect sizes. We repeated the analysis with the absolute values of the effect sizes, 

thus ignoring the signs and comparing only the strength of the correlations. This analysis 

indicated significant differences between the four correlations (R2 = .006, p = .041). The 

correlations were higher when correct knowledge was used to predict correct knowledge or 

incorrect knowledge was used to predict incorrect knowledge. They were lower when correct 
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knowledge was used to predict incorrect knowledge or incorrect knowledge was used to 

predict correct knowledge.  

Discussion 

Main Findings 

To the best of our knowledge, our study represents the first meta-analysis of the relation 

between prior knowledge and learning. Our hypothesis tests yielded five main findings. First, 

in line with Hypothesis 1, relative differences in knowledge between persons were highly  

 

Table 3 

Meta-Analytic Results for Measures of Correct vs. Incorrect Prior Knowledge and Posttest 

Knowledge (see Main Text for Details) 

 j k rP
+ CI rP

+ 

95% τ2 I2 Moderator 

       Sign. R2 

Overall  453 7602 .515 [.493, 
.538] .140 95.34   

Measures       ** .235 

Correct prior 
knowledge; correct 
posttest knowledge 

450 7315 .533 [.512, 
.553] .117 94.48 **  

Correct prior 
knowledge; incorrect 
posttest knowledge  

20 160 -.438 [-.551,  
-.310] .076 89.21 ns  

Incorrect prior 
knowledge; correct 
posttest knowledge 

14 74 -.472 [-.552,  
-.385] .045 87.35 Ref  

Incorrect prior 
knowledge; incorrect 
posttest knowledge 

12 53 .571 [.475,  
.653] .106 93.49 **  

Note. j – number of studies, k – number of effect sizes, * p < .05; ** p < .01; ns – 
nonsignificant; Ref – used as reference category in dummy coding. 
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stable from before to after learning, with rP
+ = .531. Thus, prior knowledge is an excellent 

predictor of knowledge or achievement after learning. Second, as Hypothesis 2 predicted, the 

correlations rNG
+ between prior knowledge and knowledge gains were unimodally and almost 

normally distributed (see Figure 4). This indicates that there were not two (or more) distinct 

groups of studies differing in how prior knowledge affected learning. Instead, prior 

knowledge had close to average strong effect sizes in most studies and more extreme positive 

or negative effect sizes in fewer studies. Third, contrary to Hypothesis 3, the average 

correlation between prior knowledge and knowledge gains was not weakly positive. It was 

virtually zero, and the prediction interval around this mean was very large. Thus, broad and 

general conclusions about prior knowledge being a strong or weak predictor of learning 

cannot be drawn. Our findings indicate that studies differed strongly in how prior knowledge 

affected learning.  

Fourth, in line with Hypothesis 4, the average correlation rP
+ between prior knowledge 

and posttest knowledge differed strongly from the average correlations rNG
+ and rAG

+ between 

prior knowledge and knowledge gains. The values of these correlations were virtually 

unrelated across studies (as visualized in Figure 5). Broadly speaking, the correlation rP with 

posttest knowledge indicates the stability of individual differences in knowledge, and the 

correlations with knowledge gains, rNG and rAG, indicate the predictive power of prior 

knowledge for learning something new. It might feel counterintuitive that the correlation with 

posttest knowledge is virtually unrelated with rNG and rAG across studies. However, it is 

possible, as shown by Figure 1 and the formula given by Linn and Slinde (1977), which we 

explained in the introduction section. A specific value of the correlation with posttest 

knowledge can go along with different patterns of knowledge acquisition depending on the 

value of the correlation with knowledge gains. Likewise, a value of the correlation with 

knowledge gains can go along with different patterns of knowledge acquisition depending on 

the value of the correlation with posttest knowledge. Thus, neither the correlation of prior 



PRIOR KNOWLEDGE AND LEARNING  23 

 
 

knowledge with posttest knowledge (rP) nor the correlation of prior knowledge with 

knowledge gains (rNG or rAG) alone but only the combination of these two sources of 

information allows for the distinction of the six knowledge acquisition patterns shown in 

Figure 1. The two types of indices did not correlate over the studies included in this meta-

analysis. Thus, rP cannot be inferred from rNG or rAG (without additional information) and vice 

versa. Future studies need to report and interpret both rP and rNG or rAG whenever possible.  

Finally, the correlation between prior knowledge and absolute knowledge gains was 

lower than the correlation between prior knowledge and normalized knowledge gains. This 

indicates that absolute knowledge gains might sometimes underestimate the influence of prior 

knowledge on learning, because they leave learners with high prior knowledge less room for 

improvement than learners with low prior knowledge (Coletta & Steinert, 2020; Hake, 1998). 

However, as explained in the introduction, normalized gain scores might sometimes conceal 

relevant differences between learners’ knowledge acquisition processes or be biased against 

learners with low prior knowledge (Nissen et al., 2018). Things are further complicated by the 

fact that there are other methods of controlling posttest scores for pretest scores, such as 

partial correlations and analyses of covariance. Each of these methods has specific advantages 

and disadvantages and leads to results that need to be interpreted differently. Therefore, we 

agree with the conclusion of recent literature reviews that researchers should deliberately 

choose among the methods, justify their choice, and discuss how it might have affected their 

results (Bonate, 2000; Burkholder et al., 2020; Jennings & Cribbie, 2016). In this meta-

analysis, the results found with normalized and absolute gains scores were similar. In the 

remainder of the discussion, we focus on normalized gains, because they mitigate the problem 

of ceiling effects in learners with high prior knowledge.  

Moderator Variables 

The moderator analyses were exploratory and served to examine the generalizability of 

our main findings as well as to identify potential moderators that can be further investigated 
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in more specific meta-analyses. The moderator analyses showed that the more similar the 

knowledge tests given before and after learning, the higher the predictive power of prior 

knowledge for knowledge after learning rP
+ (R2 = .055). It was also higher when the same test 

was used at both times than when two different tests were used (R2 = .073). This is a plausible 

finding because near transfer is much more common than far transfer (Sala & Gobet, 2017). 

The stability of knowledge was also higher for instruction with higher cognitive demands than 

for instruction with lower cognitive demands (R2 = .073). This finding is plausible because 

instruction with lower cognitive demands (i.e., with a high degree of instructional guidance) is 

more beneficial for learners with less prior knowledge than for learners with more prior 

knowledge (Kalyuga et al., 2003). Due to this expertise reversal effect, instruction with lower 

cognitive demands likely reduced the preexisting differences between learners and thus also 

likely reduced the stability of individual differences in knowledge over time as demonstrated 

by the results.  

The average effect sizes also slightly differed between knowledge types, content 

domains, and educational levels, but these moderation effects explained only small 

proportions of the variance. These moderation effects should not be overinterpreted, as we 

know of no theory predicting them, the moderators were not systematically varied within 

studies, and between-study differences in these moderators might be confounded with 

between-study differences in other variables (e.g., there were studies in the content domain 

history in higher education, but no studies in the content domain history in kindergarten). As 

expected, the correctness of prior knowledge moderated the relation between prior knowledge 

and posttest knowledge. Correct prior knowledge was positively related to correct posttest 

knowledge, and incorrect prior knowledge was negatively related to correct posttest 

knowledge. Again, these findings need to be interpreted with caution, because the vast 

majority of studies in the meta-analysis measured correct prior knowledge and correct posttest 

knowledge.  
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The correlation rNG
+ between prior knowledge and knowledge gains was stable and not 

associated with characteristics of the respective knowledge, learners, or learning situations. 

There were just two exceptions. The correlation was significantly higher for instruction with 

higher cognitive demands than for instruction with lower cognitive demands (for more 

information on cognitive demands, see Boston & Smith, 2009). It was higher for instruction 

including written materials than for instruction not including written materials. Both 

moderation effects were moderate to strong. These results indicate that learners with high 

prior knowledge benefited more from demanding instruction than learners with low prior 

knowledge, such that demanding instruction led to a stronger Matthew effect (i.e., an increase 

in individual differences) than less demanding instruction. We know of no theory predicting 

that prior knowledge is more predictive of success when learning with written materials.  

Our findings are robust in that both correlations, rP
+ and rNG

+, were independent of 

most methodological study characteristics. They were not moderated by whether group 

differences or individual differences in knowledge were analyzed, which response format was 

used in the tests, whether the posttest assessed knowledge or achievement, or whether the 

posttest assessed the learning outcomes in one domain or in various domains. 

Why Was Prior Knowledge Only a Weak Predictor of Learning in Many Studies?  

The fact that, averaged over previous studies, prior knowledge did not predict learning 

should not be misinterpreted as indicating that prior knowledge generally does not predict 

learning. This inference cannot be drawn, because the effect sizes varied strongly around their 

common mean. One indicator of this variability was the very large prediction interval, which 

ranged from -.688 to .621. Ninety-five percent of the effect sizes found in past studies lay in 

this interval; it is therefore highly probable that the effect sizes of future studies will also lie 

in this interval. The very broad prediction interval found in our study indicates that all is 

possible. In some studies, prior knowledge was a strong negative predictor of learning; in 

some studies, prior knowledge was a strong positive predictor of learning; and in many other 
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studies, prior knowledge barely predicted learning or did not predict it at all. Thus, the KiP is 

partly correct in the sense that prior knowledge can have strong positive or negative effects on 

learning. However, it is incorrect in the sense that the majority of correlations between prior 

knowledge and knowledge gains found in previous studies were small or zero. For example, 

in this meta-analysis, 37% of the effect sizes rNG were small or zero by the standards of Cohen 

(1992); that is, they lay between -.10 and .10. Only 6% of the effect sizes were large, that is, 

smaller than -.50 or greater than .50. There are a number of alternative hypothetical 

explanations for this finding. In our view, two alternative explanations are especially 

plausible. The meta-analytic data do not allow for tests of which of these two explanations 

holds true. Therefore, these two explanations need to be examined by subsequent research.  

The Multiple Mediations Hypothesis 

We call the first plausible explanation the multiple mediations hypothesis. As 

explained in the introduction, prior knowledge can affect learning through the positive 

mediation of some pathways and the negative mediation of others. Some of these processes 

might happen at the same time. For example, the same piece of prior knowledge that aids the 

encoding of some new knowledge can simultaneously interfere with the acquisition of other 

pieces of knowledge. The same piece of knowledge that guides attention towards relevant 

features in a learning situation might simultaneously cause negative transfer to another 

domain. The overall net effect of prior knowledge on learning is the sum of all these positive 

and negative processes. The mediating processes do not have a constant strength. For 

example, negative transfer happens in some learning situations and between some knowledge 

elements, but not in all learning situations and for all knowledge elements. Therefore, the 

relative strengths of the mediating processes might differ between studies. As a result, the 

overall net effect of these positive and negative effects would also differ between studies. In 

many cases, the positive and negative influences would almost cancel each other out, leading 

to a high number of effect sizes rNG close to zero. In a few cases, the positive effects might 
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outweigh the negative effects or vice versa, leading to the broad distribution of effect sizes 

found in our meta-analysis. 

Multiple mediation hypotheses can be tested by specifying and comparing several 

mediating paths in a structural equation model (for examples see Poulsen et al., 2012; Spurk 

& Abele, 2011). In such a model, one mediation path could go from prior knowledge over 

attention to learning outcomes. A second mediation path could go from prior knowledge over 

interference to learning outcomes. This allows testing of whether prior knowledge positively 

influences learning mediated through attention and simultaneously does so negatively through 

interference. It can also be tested to what extent the two mediation effects cancel each other 

out and let the relation between prior knowledge and learning outcomes appear weaker than it 

actually is in terms of the underlying causal pathways. The model can be estimated for 

posttest knowledge as learning outcome or, alternatively, for knowledge gains as learning 

outcome. The model can be extended to a multigroup model which allows testing of 

moderator effects on the mediation paths (Muller et al., 2005). For example, the multiple 

mediation model can be estimated for a high-cognitive-demands condition and a low-

cognitive-demands condition. It can then be tested whether the path coefficients (here, the 

mediation effects of attention and interference) differ between the groups (here, high and low 

cognitive demands).  

The Knowledge Threshold Hypothesis 

We call the second plausible explanation for the weak effects of prior knowledge on 

knowledge gains the knowledge threshold hypothesis. Most studies included in the meta-

analysis convincingly argued that they assessed prior knowledge relevant for further learning. 

Most of the included studies also found strong individual differences in this prior knowledge. 

However, it is possible that only a certain amount of prior knowledge is a necessary condition 

for subsequent learning and that most participants lay above this threshold, such that their 

differences above this threshold were unrelated to learning. For example, one can understand 
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numerical fractions or learn how to solve algebraic equations only if one has sound prior 

knowledge about whole numbers. However, a certain level of whole-number understanding 

might suffice for understanding fractions or algebra. As a consequence, individual differences 

above this threshold (e.g., small differences in the speed of children’s mental whole-number 

calculations) would be unrelated to learning. Likewise, one needs prior knowledge about how 

to spell words in order to learn how to write an essay. However, once children know how to 

spell most words, individual differences in their spelling competence beyond this threshold 

might be relatively unimportant for their learning of how to write high-quality essays. Thus, 

both are possible at the same time: Prior knowledge is an excellent predictor of learning (e.g., 

in that lack of knowledge about whole numbers strongly predicts that one cannot learn how to 

add fractions), and commonly found individual differences in prior knowledge do not predict 

learning (because one would teach fraction addition only to children who had passed the 

threshold of knowing about whole numbers).  

The threshold hypothesis implies that prior knowledge correlates more strongly with 

knowledge gains in participants with below-average amounts of prior knowledge, because 

some of these learners might still lack knowledge that is indispensable for learning. 

Conversely, in learners with above-average amounts of prior knowledge, the correlation 

between prior knowledge and knowledge gains would be low or zero, because these learners 

have all the prior knowledge they need to learn effectively. Weiss et al. (2020) and 

Karwowski and Gralewski (2013) explain and give an examples of how threshold hypotheses 

can be tested and discussed the method for doing so.  

Alternative Explanations 

At least seven alternative explanations of the high frequency of weak correlations 

between prior knowledge and knowledge gains in this meta-analysis might sound plausible at 

first but are implausible on further inspection. First, the null effect cannot be explained by a 

lack of statistical power, because it is based on several hundred effect sizes and because the 



PRIOR KNOWLEDGE AND LEARNING  29 

 
 

small confidence interval indicates a high precision of the estimation. Second, as explained 

above, the null effect cannot be explained by assuming that it resulted from averaging over a 

bimodal distribution of studies in which knowledge either had a strong positive effect or a 

strong negative effect (see Figure 4). Third, the results are not due to publication bias. 

Publication bias leads to an underestimation of negative effect sizes or an overestimation of 

positive effect sizes in meta-analyses, because statistically significantly negative or positive 

effect sizes are easier to publish than effect sizes not statistically differing from zero. We 

found the opposite pattern: many effect sizes close to zero and fewer larger ones. In line with 

this, histograms, funnel plots, and Egger regressions did not yield evidence for any 

publication bias. In response to our emails, researchers submitted 1,252 unpublished effect 

sizes to our meta-analysis. Published and unpublished effect sizes did not differ with 

statistical significance and were highly similar (as shown in SM4). Our checks for publication 

bias were limited in that we were unable to conduct a systematic literature search for grey 

literature for pragmatic reasons. However, based on the overall pattern of the findings, it is 

unlikely that this would have changed the meta-analytic results.  

Fourth, the findings cannot be explained by assuming low reliability of the knowledge 

measures. The correlation rP between prior knowledge and posttest knowledge was strong, 

had a small confidence interval, and was statistically significant. Thus, the knowledge 

measures used in the studies included in the meta-analysis did not suffer from high degrees of 

random measurement error (i.e., low reliability). Fifth, the unexpected findings cannot be 

attributed to a high degree of random noise in the effect sizes due to a generally low reliability 

of gain scores. Whereas older studies suggested that gain scores tend to be unreliable, newer 

studies (e.g., Zimmermann & Williams, 1998) found these conclusions to be based on 

unrealistic statistical assumptions (e.g., the same variance at pretest and posttest, which is 

often not the case, as shown in Figure 1). Under more realistic assumptions, gain scores can 

have acceptable validities and reliabilities (Maris, 1998; May & Hittner, 2010).  
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Sixth, the null effect of prior knowledge on normalized gain scores cannot be 

explained by assuming that learners with high prior knowledge had less room for 

improvement on the scale of the knowledge test than learners with low prior knowledge, such 

that the learning gains of learners with high prior knowledge were underestimated due to 

ceiling effects. As explained, this is a problem for absolute gain scores but not for normalized 

gains scores, which indicate what proportion of the still-possible improvement from pretest to 

posttest actually happened (Hake, 1998).  

Finally, the average effect size close to null cannot fully be explained by assuming that 

in most studies prior knowledge that was simply irrelevant to learning was investigated or by 

assuming that only the knowledge content but not the knowledge quantity investigated here 

predicts learning. In these cases, the independent variable in our meta-analysis (i.e., the 

measured amount of domain-specific prior knowledge) would have been unrelated to the 

dependent variable (knowledge gains), and most effect sizes in the meta-analysis would have 

been zero or almost zero. However, even though the overall mean effect size rNG was zero, 

many effect sizes were significantly below or above zero, leading to a large range of effect 

sizes, a large variance, a high prediction interval, and a high degree of heterogeneity in effect 

sizes. This variance of the effect sizes was not just random error, because moderators 

explained significant proportions of this variance. For example, the cognitive demands of the 

interventions explained 13.8% of the variance of the effect sizes. Many included studies (see 

SM1) also explained why they expected the amount of prior knowledge to be a predictor of 

learning outcomes. The assumption that only the qualitative content of knowledge but not its 

mere amount predicts learning is also not in line with our finding that the amount of prior 

knowledge is an excellent predictor of the amount of knowledge after learning. This is a 

robust finding that was consistently found for correlational studies and randomized controlled 

trials, studies using knowledge or achievement as outcome measure, and studies using the 

same or different knowledge test at pretest and posttest.  
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Implications 

The Stability of Individual Differences in Knowledge 

A main finding of our study is that individual differences in knowledge are highly 

stable over the course of learning. The effect size of rP
+ = .525 found in our meta-analysis is 

equivalent to a Cohen’s d of 1.23. Hattie (2009) reported a meta-analytic rank order of 138 

variables associated with academic achievement, which did not include domain-specific prior 

knowledge. If included, it would be among the strongest three effect sizes of all 138 effects in 

the rank order. This demonstrates that domain-specific prior knowledge predicts individual 

differences in knowledge and achievement after learning better than almost all other variables. 

This supports the KiP (Hambrick & Engle, 2002; Möhring et al., 2018). The results are also in 

line with evidence reported in previous reviews, concluding that prior knowledge is essential 

for later performance (e.g., Dochy et al., 1999). Assessments of prior knowledge in school 

entrance tests or in formative assessments, for example, can thus provide valuable information 

to teachers, parents, and learners themselves. The high stability of individual differences in 

domain-specific knowledge suggests that the differences are aggregated over months or years 

of learning and are thus hard to change during short time periods, such as in instructional 

interventions. This supports the theoretical approaches emphasizing the long-term nature of 

domain-specific knowledge acquisition, such as learning-trajectory approaches (Clements & 

Sarama, 2004) and theories of strategy change (Siegler & Svetina, 2002), skill building 

(Bailey et al., 2018), conceptual change or conceptual development (diSessa et al., 2004; Keil, 

1996; Vosniadou et al., 2008), and the acquisition of expert performance (Ericsson & 

Charness, 1994; Ullén et al., 2015). 

Analyzing Posttest Knowledge and Knowledge Gains in Future Studies 

The implications of our findings for future research on KiP are straightforward. 

Researchers need to distinguish between two versions of the KiP. Version 1 states that prior 

knowledge is an excellent predictor of knowledge and achievement after learning. This 
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question can be investigated with posttest knowledge or posttest achievement as dependent 

variable. Our results show that Version 1 of the KiP is fully correct and generally holds true 

for many types of knowledge, age groups, content domains, and countries. Future studies 

need to further investigate the causal mechanisms underlying the very high stability of 

individual and group differences in knowledge over time. Version 2 of the KiP states that 

prior knowledge is an excellent predictor of knowledge gains during a learning phase. This 

question can be investigated with gains knowledge as dependent variable. The meta-analytic 

results presented here show that Version 2 of the KiP is only partly true. Prior knowledge is 

an excellent predictor of knowledge gains in some situations, but is less relevant in many 

other situations. It remains an important task for future studies to more precisely define the 

conditions under which prior knowledge influences learning. 

Researchers investigating Version 1 or Version 2 of the KiP need to make a number of 

other methodological decisions, for example, whether to investigate posttest differences or 

absolute or normalized knowledge gains, individual or group differences in knowledge, and 

experimentally induced or pre-existing differences. No general recommendations regarding 

these choices are possible, because they depend on the research question, study design, and 

further variables (e.g., Burkholder et al., 2020; Coletta & Steinert, 2020; Nissen et al., 2018), 

as explained in the introduction. An important general implication of our study for future 

research is that neither the correlation between pretest knowledge and posttest knowledge nor 

the correlation between pretest knowledge and knowledge gains allows distinguishing 

between patterns of knowledge acquisition, such as the ones depicted in Figure 1. Thus, as 

explained in the introduction, any comprehensive analysis of individual differences in prior 

knowledge needs to report and interpret at least (a) the correlation of prior knowledge with 

posttest knowledge, (b) the correlation with knowledge gains, (c) the change of the sample 

mean knowledge, and (d) at least the standard deviation of the knowledge test before or after 

learning. Studies investigating group differences in knowledge need to at least report the 
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means and standard deviations of the knowledge scores separately for all groups, conditions, 

and time points. Published studies on the KiP hypothesis so far have mainly used posttest 

knowledge as outcome and have analyzed pre-existing differences in knowledge in quasi-

experimental or longitudinal designs. Thus, there is a need for more longitudinal studies 

investigating knowledge gains and for more RCTs that allow for testing causal hypotheses. 

Domain Specificity of Knowledge 

Prior knowledge had medium to strong effects on posttest knowledge in all 

investigated content domains. However, these effects were domain specific; that is, the effect 

sizes were higher when prior knowledge and posttest knowledge were from the same domain 

than when they were from different domains. This finding converges with the widespread 

notion that the beneficial effects of domain-specific knowledge are domain specific and that 

cross-domain transfer is difficult to achieve (Detterman, 1993; Hirschfeld & Gelman, 1994; 

Sala & Gobet, 2017). However, the meta-analytic correlations were still significantly greater 

than zero when there was some dissimilarity between prior knowledge and posttest 

knowledge. Among the possible explanations for this finding are (a) near transfer, (b) 

confounding influence of third variables not controlled for (e.g., socioeconomic status or 

metacognition) on prior knowledge and posttest knowledge, and (c) the difficulty of 

quantifying the similarity of knowledge measures (i.e., the transfer distance) validly (cf. 

Barnett & Ceci, 2002; Sala & Gobet, 2017). 

Knowledge and Achievement 

The meta-analytic results indicate that prior knowledge predicts subsequent 

achievement as well as it predicts subsequent knowledge. The strong correlation of rP
+ = .454 

between knowledge before learning and achievement after learning demonstrates how closely 

the two constructs are related. However, the two constructs differ in that achievement 

measures assess the learning outcomes of instruction of months or years and usually include 

several subdomains, subskills, or competencies (OECD, 2016; Steinmayr et al., 2014). In 
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contrast, knowledge is a more homogeneous construct that can be changed within relatively 

short time frames through relatively simple interventions. This makes it easier to identify the 

sources of knowledge than it is to identify the sources of achievement in RCTs. Thus, it might 

be productive to trace achievement back to the underlying knowledge structures and to trace 

these knowledge structures back to the experiences and instructional practices that gave rise to 

their construction. In short, understanding knowledge acquisition can also improve the 

understanding of achievement. 

Matthew Effects and Compensatory Effects 

Our results also shed light on the debate on the Matthew effect and the compensatory 

effect in learning. Some previous studies found evidence of a Matthew effect in learning 

(Duff et al., 2015; Pfost et al., 2011), whereas others found no such effect or even a 

compensatory effect (Baumert et al., 2012; Schroeders et al., 2016). Our moderator analyses 

can explain this heterogeneity. Specifically, they show that the correlation between prior 

knowledge and learning compensatory effect is lower (more in the direction of a 

compensatory effect) for instruction with lower cognitive demands, in which students 

memorize facts, follow known procedures, and practice routine problems. The correlation is 

higher (more in the direction of a Matthew effect) for instruction with higher cognitive 

demands. Overall, the way teachers design their instruction can influence the achievement gap 

between their students. The cognitive demands of the intervention moderated the effect sizes 

in our meta-analysis in a much stronger way than the actual instructional methods (oral 

instruction, collaborative learning, instructional technology, etc.). This demonstrates that 

cognitive demands are not inherent to instructional methods but that instructional methods can 

be implemented in more or less cognitively demanding ways. 

Conclusion 

The present meta-analysis shows that the stability of differences in knowledge from 

before to after learning and the predictive power of prior knowledge for learning are partly 
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independent and differ strongly in empirical studies. The stability of individual differences in 

knowledge has been investigated in many studies and is high. In this sense, prior knowledge 

is an excellent predictor of subsequent performance, and the KiP is correct. The predictive 

power of prior knowledge for learning was investigated in far fewer studies. It was low in 

most studies but reached very high positive or negative values in some studies. The prediction 

interval around the mean was so large that the mean value of zero could not be interpreted. 

Accordingly, statements about the effects of prior knowledge in general, such as “knowledge 

is power” or “prior knowledge has no effects,” are inadequate. More precise and systematic 

theories of what kinds of prior knowledge facilitate learning, and under what conditions, are 

needed. That is, future research should investigate the learning processes that mediate the 

effect of prior knowledge on learning and the possible thresholds for useful levels of prior 

knowledge. Despite the many studies of prior knowledge, there is a lack of randomized and 

controlled intervention studies on how experimentally induced differences in prior knowledge 

causally affect subsequent knowledge gains. 
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