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ABSTRACT
Semantic relatedness is essential for different text processing
tasks, especially in the cross-lingual setting due to the vo-
cabulary mismatch problem. Many concept-based solutions
to semantic relatedness have been proposed, which vary in
the notions of concept and document representation. In our
contribution, we provide a unified model that generalizes
over the existing approaches to cross-lingual semantic relat-
edness. It shows that the main existing solutions represent
different ways for constructing the concept space, which re-
sult in different document representations and implications
for semantic relatedness computation. In particular, it al-
lows us to provide theoretical justifications of existing solu-
tions. Through the experimental evaluation, we show that
the results support our theoretical findings.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval

General Terms
Theory, Languages

Keywords
Semantic Relatedness, Cross-lingual, Vector Space Models

1. INTRODUCTION
Semantic relatedness has been used in many fields of nat-

ural language processing (NLP), including word sense dis-
ambiguation, text summarization and annotation, informa-
tion extraction and retrieval. In this regard, understanding
semantic relatedness is crucial for processing natural lan-
guage texts, especially when they are composed in differ-
ent languages. Cross-lingual semantic relatedness measures
the strength of semantic connection between documents (or
other textual units such as words, sentences and paragraphs)
in different languages.
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Approaches to semantic relatedness can be classified ac-
cording to the type of used resources: (1) dictionary-based
approaches, where entries in dictionaries can be exploited
to define semantic relatedness between terms; (2) thesaurus-
based approaches, where terms are grouped together based
on different kind of relations, such as synonymy and hy-
ponymy; (3) corpus-based approaches, where co-occurrences
of terms are often interpreted as an estimation of seman-
tic relatedness. While dictionary-based and thesaurus-based
approaches can measure semantic relatedness in a more pre-
cise way, the advantage of corpus-based approaches lies in
the large amount of available data. In this work, we focus on
the corpus-based solutions [4, 9, 2, 19, 13, 6] for computing
semantic relatedness.

For cross-lingual semantic relatedness, a straight-forward
way is to first translate the documents into the same lan-
guage using statistical machine translation (SMT) systems
and then apply the monolingual semantic relatedness meth-
ods. However, the drawbacks of applying SMT systems to
translate the documents on the fly is the potentially longer
execution time and the requirement of parallel training cor-
pora, which are still missing for many language pairs. Sev-
eral cross-lingual extensions [5, 11, 14, 18, 12] of the corpus-
based approaches to semantic relatedness have been pro-
posed. These approaches can rely on either a parallel cor-
pus or an aligned comparable corpus1, which is much easier
to obtain, e.g., it can be derived from Wikipedia. However,
these solutions as well as existing studies comparing them
(see [21, 10, 3]) do not provide a theoretical understanding
of and justification for differences among existing methods.

In this work, we provide a generalized model for cross-
lingual semantic relatedness based on the notions of (1) in-
terlingual concept space, (2) document representation and
(3) semantic relatedness measure. In our theoretical study,
we show that the main existing solutions can be conceived
as instantiations that can be mapped to components of this
generalized model. In particular, they represent different
ways for constructing the concept space, which result in dif-
ferent document representations and implications for com-
putation of the cross-lingual semantic relatedness measure.
Through the experimental evaluation, we then show that
these differences among existing solutions translates to dif-
ferent performance achievements in a cross-lingual search
and retrieval scenario.

The remainder of the paper is structured as follows: in
Sec. 2, we provide an overview of the main approaches stud-

1Parallel corpus consists of translated equivalents of each doc-
ument, while aligned comparable corpus contains aligned docu-
ments in different languages that address the same topics but may
differ in length, detail and style.



ied in this paper and the related work. Then, we present a
generalized model for computing cross-lingual semantic re-
latedness in Sec. 3, which is later instantiated by different
approaches. Based on the generalized model, we analyze dif-
ferent approaches and provide theoretical justifications for
these solutions in Sec. 4. Experimental results are presented
in Sec. 5, followed by conclusions in Sec. 6.

2. OVERVIEW AND RELATED WORK
The vector space models (VSM) [16, 15] have been widely

used for representing documents as term vectors. Using
terms from the documents alone to compute their similar-
ity, however, suffers from the vocabulary mismatch problem:
the similarity score is small when they have few terms in
common, even though they are semantically very related.
This problem is more serious in the cross-lingual setting be-
cause documents in different languages rarely share common
terms.

Solutions to semantic relatedness aim to address this prob-
lem. Essentially, they can be conceived as different ways of
(1) mapping terms to vectors in a semantic vector space
spanned by concepts (2) to produce concept-based docu-
ment representations, based on which (3) documents can
be compared using standard similarity measures. In the
cross-lingual setting, an interlingual concept space is needed,
which is constructed using a parallel corpus or an aligned
comparable corpus. Existing solutions vary in the notions
of concept and document representation. In this work, we
will study the following three main models in detail.

Clustering Model. Cluster analysis is a common tech-
nique for statistical data analysis in many fields. One spe-
cific application of clustering is to derive features or con-
cepts from documents. If such concepts need to be valid
for different languages, clustering has to be performed on a
language-aligned document collection. As a common used
method, K-means clustering [8] is employed in this paper to
group the concatenated bilingual documents into clusters,
which act as concepts.

Latent Model. Various latent approaches have been
proposed to identify latent dimensions or concepts inher-
ent in the background corpus. Among these approaches, we
investigate Latent Semantic Indexing (LSI) [4] in particu-
lar, which is a well-known method based on Singular Value
Decomposition (SVD). LSI was originally employed for di-
mensionality reduction on the term-document matrix of a
corpus. The reduced dimensions correspond to latent con-
cepts. By using a parallel corpus or an aligned comparable
corpus, it can be applied to cross-lingual contexts [5].

Explicit Model. Recently, explicit approaches have been
proposed as alternative to latent approaches based on exter-
nally defined knowledge (e.g. Wikipedia), which is exploited
to define concepts. One prominent instantiation by now is
Explicit Semantic Analysis (ESA) [6]. To adopt ESA for the
cross-lingual setting, cross-language links in Wikipedia has
been used [14, 18]. In this work, besides Wikipedia we also
use the parallel corpus to extend ESA and the experiments
show its good performance.

There are some studies that compare different solutions to
cross-lingual information retrieval (CLIR), which consists of
providing a query in one language and searching documents
in one or more different languages. In this context, the work
in [21] has reported a thorough evaluation of multiple meth-
ods for CLIR, which fall into two categories: machine trans-
lation (MT) based approaches, where dictionary-based and

corpus-based MT systems have been studied, and statisti-
cal information retrieval (IR) approaches including General
Vector Space Model (GVSM) [20] and LSI. The comparative
study shows that corpus-based MT approaches clearly sur-
pass general-purpose dictionary-based MT approaches and
the performance of LSI proves comparable to that of other
corpus-based approaches including the MT ones. The work
in [10] has reported a series of experiments comparing the
performance of GVSM and LSI on monolingual and translin-
gual retrieval tasks. The results show that LSI performs bet-
ter but have a larger preprocessing cost. In [3], latent mod-
els of concepts, namely LSI and Latent Dirichlet Allocation
(LDA) [2], have been compared to ESA on a mate retrieval
task and it claimed that ESA outperforms LSI/LDA unless
the latter are trained and tested on the same dataset instead
of Wikipedia as the training data. However, these studies
do not provide theoretical understanding of and justification
for differences among existing solutions.

In this paper, we focus on three representative instantia-
tions of the above models, namely K-means clustering, LSI
and ESA. Most other approaches in each category are just
variations and incremental improvements of these three ap-
proaches. For example, LDA is a probabilistic extension of
LSI [9, 2] and it has shown that ESA is very close to GVSM
in the recent studies [1, 7]. Different from the existing stud-
ies, we provide both theoretical justifications and empirical
comparisons of these approaches.

3. GENERALIZED MODEL
In this section, we present a unified model for cross-lingual

semantic relatedness. This model generalizes over the exist-
ing approaches and we will show how different approaches
can be expressed as instantiations and mapped to compo-
nents of this model. Firstly, we discuss the model compo-
nents and their roles w.r.t. cross-lingual semantic related-
ness, where documents are represented as semantic vectors
in a certain interlingual concept space, which abstracts from
the background parallel or aligned comparable corpus and
builds on the standard cosine similarity measure to access
cross-lingual semantic relatedness.

Consider two documents x and y in languages X and
Y , the vocabulary sizes of which are p and q, respectively.
Based on VSM, we have

x = (x1, x2, . . . , xp)T (1)

y = (y1, y2, . . . , yq)T (2)

where x and y are term vectors of x and y, xi and yi are
the weights of terms i and j. Different weighting functions
can be used, such as binary, TF and TF-IDF models. In the
traditional VSM, two documents in the same language can
be compared based on their term vectors using the standard
similarity measure. However, in the cross-lingual setting, we
cannot compare the documents directly due to the vocab-
ulary mismatch problem. As discussed, a class of concept-
based approaches have been suggested to exploit the inter-
lingual concept space. Based on a mapping function, term
vectors of documents in different languages can be mapped
to concept vectors in the interlingual concept space, where
they can be compared using the standard similarity measure.

We first introduce some notations to facilitate the fol-
lowing discussion. Let B =

(
B′

B′′

)
be the term-document

matrix of the parallel or aligned comparable corpus con-
taining m bilingual documents, where B′ = (b′ij)p×m and



B′′ = (b′′ij)q×m are matrices for documents in languages X
and Y with vocabulary size p and q respectively, and each
pair of the vector b′i in B′ and the aligned vector b′′i in
B′′ form the vector of the concatenated bilingual document

bi =
(b′i
b′′i

)
in B.

Interlingual Concept Space. The construction of the
interlingual concept space relies on the background corpus.
Given its matrix B, we apply different approaches to obtain
two sets of aligned vectors of concepts for X and Y

U = (u1,u2, . . . ,un) (3)

V = (v1,v2, . . . ,vn) (4)

where each pair of aligned vectors ui and vi represent the
same concept. The vectors ui and vi can be represented as

ui = (u1i, u2i, . . . , upi)
T (5)

vi = (v1i, v2i, . . . , vqi)
T (6)

where the entries uji in ui and vki in vi corresponding to
terms j and k are considered as importance indicators of
terms j and k in the concept. An interlingual concept space
A can be formed using U and V where each dimension cor-
responds to a pair of aligned vectors in U and V .

Document Representation. To produce the concept-
based representation, each document in languages X and Y
can be mapped to a concept vector in A

U(x) = UT · x = (〈u1,x〉, . . . , 〈un,x〉)T (7)

V (y) = V T · y = (〈v1,y〉, . . . , 〈vn,y〉)T (8)

where each entry is the inner product of term vectors of the
document and the corresponding concept representing the
association strength between them.

Semantic Relatedness Measure. The semantic relat-
edness between x and y can be calculated using cosine sim-
ilarity between U(x) and V (y) as

sim(x, y) = cos(U(x), V (y)) =
〈U(x), V (y)〉
|U(x)| · |V (y)|

=
(xT · U) · (V T · y)√

(xT · U) · (UT · x) ·
√

(yT · V ) · (V T · y)

=

∑p
j=1

∑q
k=1 xj · yk · gjk√∑p

j=1

∑p
k=1 xj · xk · g′jk ·

√∑q
j=1

∑q
k=1 yj · yk · g′′jk

(9)

where gjk =
∑n

i=1 uji · vki denotes the correlation between
term j from document x and term k from document y,
g′jk =

∑n
i=1 uji ·uki (g′′jk =

∑n
i=1 vji · vki) captures the term

correlation between j and k from x (y). Essentially, the
term correlation between j and k is based on their associa-
tions with each concept i.

In contrast to the standard VSM, computing semantic re-
latedness in the concept space introduces some new factors.
In the numerator of Eq. 9, we observe that the semantic re-
latedness between documents x and y is proportional to the
sum of values of xj · yk · gjk for each pair of terms j from x
and k from y. The component gjk, called term relatedness,
captures the term correlation between j and k from differ-
ent documents. Obviously, when two documents have more
correlated term pairs yielding more non-zero components
xj · yk · gjk, and these term pairs appear more frequently in

the respective documents and have closer correlation yield-
ing larger values of xj · yk · gjk, the score of semantic re-
latedness is higher. The term relatedness factor is used to
incorporate this effect.

Regarding the denominator of Eq. 9, the semantic related-
ness between x and y is inversely proportional to the square
root of the sum of values of xj · xk · g′jk (yj · yk · g′′jk), called
normalization factor, which has two effects. Firstly, the com-
ponents xj ·xk and yj ·yk have the effect of document length
normalization, which is similar to that in the standard VSM.
Clearly, long documents usually use the same terms repeat-
edly and also contain numerous different terms resulting in
higher term frequencies and more terms, and thus the com-
ponents xj · yk in the numerator of Eq. 9 are larger for long
documents. This increases the semantic relatedness score
between long documents and others. Document length nor-
malization is used to remove the advantage of long docu-
ments over short ones. Higher term frequencies and more
terms in x (y) increase the values of xj ·xk (yj ·yk), yielding
a larger normalization factor and penalizing the documents
in accordance with their lengths [17].

In addition, the components g′jk and g′′jk, called term de-
pendency of documents, discard the effect of term correla-
tion within documents on semantic relatedness. Consider
documents consisting of terms that are highly dependent,
in other words, many terms in them are semantically cor-
related. This might increase the number of correlated term
pairs, thus yielding larger semantic relatedness, with other
documents. The term dependency normalization is used to
compensate for this effect. High term dependency of x and
y increases the values of g′jk and g′′jk and thus results in a
larger normalization factor, thus removing the advantage of
documents with high term dependency.

Although term relatedness component gjk and term de-
pendency components g′jk, g′′jk play different roles in the
computation of semantic relatedness, they all capture the
term correlation between j and k. The only difference is
that the terms j and k are from different documents in dif-
ferent languages for gjk, but from the same document (thus
in the same language) for g′jk and g′′jk. We will focus our
analysis on term relatedness gij across documents.

4. THEORETICAL ANALYSIS
We have presented the model components and discussed

the effects of specific factors on the semantic relatedness
measure. Based on this, we now provide a theoretical anal-
ysis of the existing approaches, namely K-means clustering,
LSI and ESA. We show how they can be mapped to the
model components and in this way, make clear their differ-
ences in the semantic relatedness computation.

While all approaches exploit the term co-occurrence in the
background corpus, the main difference between them lies
in the interlingual concept space construction. As shown in
Fig. 1, the aligned vectors of concepts ui and vi spanning
the interlingual concept space are derived differently in these
approaches. This results in different ways of computing the
cross-lingual semantic relatedness, in particular, the term
relatedness gjk that can be calculated as

gjk =
∑n

i=1 uji · vki (10)

4.1 K-means Clustering based Approach
K-means clustering groups the m bilingual documents in

the background corpus into n clusters and each cluster wi

corresponds to a concept, so as to minimize the within-



(a) K-means clustering based approach

(b) LSI based approach

(c) ESA based approach

Figure 1: Matrix representations of interlingual concept space construction

cluster sum of squared differences
∑n

i=1

∑
bj∈wi

‖bj −wi‖2,

where bj is the term vector of the concatenated bilingual
document bj and the vector wi corresponds to the centroid
of cluster wi. The K-means clustering based approach to
interlingual concept space construction can be represented
as the following matrix factorization

B = W ·H +R, W =
(
U
V

)
(11)

After the clustering performed on B, we obtain the matrix
of concepts W , where the sub-matrices U and V contain
the aligned vectors of concepts for languages X and Y , re-
spectively. Each column wi =

(
ui
vi

)
in W contains the term

weights of a cluster centroid, which is the average of term
weights for all bilingual documents in this cluster. Each col-
umn in H contains many “0”s but only one “1” indicating
the membership of the document in a cluster. That means
each bilingual document can only belong to one cluster. For
instance, if the i-th entry hij in the column hj is 1, we have
bj ∈ wi, i.e. document bj belongs to cluster wi.

Given bj ∈ wi, the column rj = bj −wi in R can be con-
sidered as noise introduced by clustering into the concept
wi. Thus the smaller ‖bj −wi‖2 is, the more precisely bj is
assigned to wi. The matrix R is called residual matrix such
that clustering minimizes sum of squares of all its columns.
Note that the number of clusters n is predefined and each
document must belong to one of these clusters. Consid-
ering that the background corpus covers a wide range of
concepts/topics, some documents might be assigned to the
concepts incorrectly resulting in larger ‖bj −wi‖2, i.e., the
concepts might contain noise.

To facilitate the following discussion, we firstly introduce
some concepts about term co-occurrence.

Proposition 1. Given a term-document matrix M =
(bji)m×n with each entry bji reflecting the term frequency of
term j in document i, Z = M ·MT is its term co-occurrence
matrix. For each pair of terms j and k, the entry zjk in Z
represents the term co-occurrence frequency of j and k.

Proof. Based on different weighting functions, the term
frequency bji in M has different meanings. For instance, it
is the raw term frequency in TF model but the normalized
frequency in TF-IDF model by taking the importance of
terms into account. Each entry in Z can be calculated as
zjk =

∑n
i=1 bji · bki and it reflects the term co-occurrence

frequency w.r.t. all the documents in M .

In order to derive the conclusions of the value of gjk in the
K-means clustering based approach, we model the term co-
occurrence matrix ZK−means as

ZK−means = (B −R) · (B −R)T

= B ·BT︸ ︷︷ ︸
ZB

−B ·RT −R ·BT +R ·RT︸ ︷︷ ︸
N

(12)

where ZB represents the term co-occurrence matrix of the
background corpus and N stands for the noise introduced
by clustering. In this regard, each entry zjk in ZK−means

captures the co-occurrence frequency of terms j and k in the
background corpus with added noise.

Lemma 1. Given the matrix of concepts W =
(
U
V

)
, each

entry zjk in ZK−means for terms j and k in different lan-
guages can be calculated as

zjk =
∑n

i=1 |wi| · uji · vki (13)

Proof. According to Eq. 11, we have B − R = W · H
and ZK−means = (W ·H) · (W ·H)T = W ·H ·HT ·WT =



W · Σ ·WT , where W contains the vectors wi =
(
ui
vi

)
and

Σ = H · HT is a diagonal matrix with σi = |wi| on the
diagonal.

Theorem 2. The term relatedness gjk in the K-means
clustering based approach has a positive correlation with the
term co-occurrence frequency zjk in the background cor-
pus with additional noise yielded by clustering, i.e., when
zjk > 0, we have gjk > 0 and

zjk
max1≤i≤n(|wi|)

≤ gjk ≤
zjk

min1≤i≤n(|wi|)
; otherwise gjk = 0.

Proof. Following Lemma 1, when zjk > 0, there is at
least one cluster with uji · vki > 0 such that gjk > 0. Since
max1≤i≤n(|wi|) · gjk =

∑n
i=1 max1≤i≤n(|wi|) · uji · vki ≥∑n

i=1 |wi| · uji · vki = zjk and min1≤i≤n(|wi|) · gjk =∑n
i=1 min1≤i≤n(|wi|) · uji · vki ≤

∑n
i=1 |wi| · uji · vki = zjk,

we have
zjk

max1≤i≤n(|wi|)
≤ gjk ≤

zjk
min1≤i≤n(|wi|)

.

4.2 LSI based Approach
Given the matrix B of the background corpus, LSI [4]

finds an optimal approximation X of B with low-rank at
most n based on Singular Value Decomposition (SVD), so
as to minimize the Frobenius norm of the matrix differ-

ence ‖B−X‖F =
√∑p+q

i=1

∑m
j=1(bij − xij). After SVD per-

formed on matrix B, we obtain a loss-free factorization of
the form B = T · S · DT , where T and D, called left and
right singular vectors, are two orthogonal matrices and S is
a diagonal matrix with non-negative values on the diagonal
usually in descending order, known as singular values of B.
It is conventional to represent S as an r× r matrix, where r
is the rank of B. Accordingly, T and DT are represented as
two (p+ q)× r and r ×m matrices, respectively. Each col-
umn ti in T represents a semantic dimension corresponding
to the concept ti, which is a linear combination of vectors
in B and each entry indicates how strongly a term is related
to the semantic dimension. Each of singular value of B in
S measures the importance of the corresponding semantic
dimension. Each entry in DT indicates how strongly a doc-
ument is related to the concept represented by the semantic
dimension.

Based on SVD, LSI reduces the dimensions of the matrix
B by grouping the related terms to form the semantic di-
mensions. Nevertheless, the number of dimensions, equal to
the rank of the matrix B, might be still large. In addition,
the semantic dimensions with small singular values are not
important such that they can be eliminated. Based on that,
LSI aims to find a low-rank approximation of the matrix B
by retaining only the n largest singular values. Thus, we
have the matrix representation as follows

Bn = Tn · Sn ·DT
n , Tn =

(
U
V

)
(14)

where Sn = diag(s1, . . . , sn) contains the n largest singular
values, Tn = (t1, . . . , tn) and Dn = (d1, . . . ,dn) contain
the corresponding first n vectors in T and D. The vectors
in Tn will be used to span the interlingual concept space.
The Eckart-Young theorem provides the fact that omitting
the smallest r − n singular values and their corresponding
singular vectors yields the optimal approximation of matrix
B with the lowest Frobenius error, namely minrank(X)=n ‖B−
X‖F = ‖B−Bn‖F =

√∑r
i=n+1 s

2
i . Such an approximation

has the effect of preserving the important information while
reducing noise in the background corpus.

In order to provide a better understanding of gjk in the
LSI based approach, we firstly investigate the term co-
occurrence matrix ZLSI = Bn · Bn

T and then discuss its
relation to the l-th order term co-occurrence in the back-
ground corpus.

Lemma 2. Given the term co-occurrence matrix ZB = B ·
BT of the background corpus, the term co-occurrence matrix
ZLSI = Bn · Bn

T of the optimal low-rank approximation of
B is a linear combination of the powers of ZB. That is

ZLSI = Bn ·Bn
T =

∑r
l=1 αl · Zl

B (15)

where r is the rank of B, αl are constants depending on
singular values of B.

Proof. According to the factorization of B = T · S ·DT

using SVD, where T and D are orthogonal matrices and S is
a diagonal matrix, we have ZB = (T ·S ·DT ) ·(T ·S ·DT )T =
T ·S ·DT ·D ·S ·TT = T ·S2 ·TT . Then, we can derive Zl

B =
(T ·S2 ·TT )l = T ·S2 ·TT ·T ·S2 ·TT · · ·T ·S2 ·TT = T ·S2l ·TT

and each entry zljk =
∑r

i=1 tji · tki ·s
2l
i . With different l ≤ r,

we get a linear system Ax = b with A =

 s
2
1 · · · s2r
...

. . .
...

s2r1 · · · s2rr

,

x =

tj1 · tk1...
tjr · tkr

, b =

z
1
jk

...
zrjk

. The matrix A is commonly

referred to as a Vandermonde matrix and its determinant is
given as det(A) =

∏
1≤j≤r(s2j )

∏
1≤i<j≤r(s2i − s2j ). Assume

that the singular values si of B are mutually distinct2, which
is always the case in practice, we have s2i − s2j 6= 0 when
i 6= j and thus det(A) 6= 0, such that the linear system has a
unique solution. Using the Cramer’s rule, we have xi = tji ·
tki = det(Ai)

det(A)
, where Ai is the matrix formed by replacing the

i-th column of A by the vector b and det(Ai) =
∑r

l=1 z
l
jk ·

(−1)i+l ·Mil based on the Laplace expansion, where Mil is
the (l, i) minor of Ai, i.e. the determinant of the submatrix
of Ai formed by deleting the l-th row and i-th column. Then

we have xi =
∑r

l=1
(−1)i+l·Mil

det(A)
· zljk, where det(A) and Mil

are constants, which only depend on the singular values si of
B. We conclude that ZLSI = (Tn ·Sn ·DT

n ) ·(Tn ·Sn ·DT
n )T =

Tn · Sn · DT
n · Dn · Sn · TT

n = Tn · S2
n · TT

n and each entry

zjk =
∑n

i=1 tji · tki · s
2
i =

∑n
i=1(

∑r
l=1

(−1)i+l·Mil
det(A)

· zljk) ·

s2i =
∑r

l=1(
∑n

i=1
(−1)i+l·Mil

det(A)
· s2i ) · zljk =

∑r
i=1 αl · zljk, where

αl =
∑n

i=1
(−1)i+l·Mil

det(A)
· s2i is a constant. Therefore, we have

ZLSI =
∑r

l=1 αl · Zl
B .

Definition 1. Given the background corpus, its term
co-occurrence graph is an undirected graph G = (N,E),
with each node nj ∈ N standing for term j and each edge
e(nj , nk) ∈ E capturing the co-occurrence of terms j and k
in the background documents, where the weight of e(nj , nk)
is the co-occurrence frequency of j and k. The l-th order
co-occurrence relation between terms j and k exists, if there
is a path of length l from nj to nk in G, with the path weight
as the product of weights of edges along the path. The l-th
order term co-occurrence frequency of j and k is the sum of
the weights of all paths from nj to nk in G.
2When two or more singular values si of B are equal, one
may use a generalization called confluent Vandermonde ma-
trix, which is out of the scope of this work.



Proposition 3. Given the term co-occurrence matrix
ZB = B ·BT of the background corpus, the entry zljk in Zl

B

for terms j and k, which is the l-th power of ZB, is nonzero
if the l-th order co-occurrence relation between j and k ex-
ists and the value of zljk is the l-th order term co-occurrence
frequency of j and k.

Proof. Let ZB = B ·BT = (zjk)(p+q)×(p+q), where B =(
B′

B′′

)
withB′ = (b′ij)p×m andB′′ = (b′′ij)q×m. Each entry zljk

in Zl
B is calculated as zljk =

∑p+q
i1=1

∑p+q
i2=1 ...

∑p+q
il−1=1 zji1 ·

zi1i2 ...zil−2il−1 · zil−1k, where i1, i2, ..., il−2, il−1 represent
different terms and zji1 , zi1i2 , ..., zil−2il−1 , zil−1k denote the
term co-occurrence frequencies in B. If there is a path
p = 〈e(nj , ni1), e(ni1 , ni2), ..., e(nil−2 , nil−1), e(nil−1 , nk)〉 in
the co-occurrence graph G, we have zji1 6= 0, zi1i2 6=
0, ..., zil−1k 6= 0. The weight of path p can be computed

as wp = zji1 · zi1i2 ...zil−1k 6= 0 and thus zljk 6= 0. Given
the set P of all paths with length l from nj to nk, we have
zljk =

∑
p∈P wp.

Lemma 3. Given the matrix of concepts Tn =
(
U
V

)
ob-

tained by LSI, each entry zjk in ZLSI for terms j and k in
different languages can be calculated as

zjk =
∑n

i=1 s
2
i · uji · vki (16)

Proof. According to Eq. 14, we have ZLSI = (Tn · Sn ·
DT

n ) ·(Tn ·Sn ·DT
n )T = Tn ·Sn ·DT

n ·Dn ·Sn ·TT
n = Tn ·Σ ·TT

n ,
where Tn contains the vectors ti =

(
ui
vi

)
and Σ = S2

n is a

diagonal matrix with σi = s2i on the diagonal.

Theorem 4. The term relatedness gjk between j and k
computed in the LSI based approach has a positive correla-
tion with the term co-occurrence frequency in the optimal
low-rank approximation of the background corpus, i.e. zjk
in ZLSI , which can be represented as a linear combination
of the l-th order co-occurrence frequency for terms k and j
in the background corpus. When zjk > 0, then gjk > 0 and

zjk
max1≤i≤n(s2i )

≤ gjk ≤
zjk

min1≤i≤n(s2i )
; otherwise gjk = 0.

For the sake of space, we omit the proof of Theorem 4, which
is similar to the proof of Theorem 2.

4.3 ESA based Approach
Recent work [1] has reported that instead of Wikipedia,

documents in other corpora can be employed to construct
the concepts in ESA and achieve good performance. In this
work, besides Wikipedia we also use the parallel corpus to
extend ESA. Since ESA [6] simply uses the documents in
the background corpus as concepts, we have the matrix rep-
resentation B = C · I, where I is an identity matrix such
that the matrix of the concepts C is same as B. Given two
documents x and y in different languages, ESA maps them
into concept vectors in a high dimensional concept space
constructed by the bilingual documents, where the entries
in the concept vector represent the association strength be-
tween the input documents and the corresponding concepts.

Without dimension reduction in ESA, the number of con-
cepts is equal to the number of bilingual documents in the
background corpus. In order to speed up processing and
yield more compact vectors, ESA considers only the top-k
concepts with the highest relevance scores w.r.t. each input
document to construct the interlingual concept space [18].
Given a pair of input documents x and y in languages X and
Y , we first generate two top-k concept sets Sx = {bs|b′s ∈

kNN(x)} and Sy = {bs|b′′s ∈ kNN(y)}, where kNN(x)
(kNN(y)) is the set of k nearest neighbors (most highly-
ranked concepts) retrieved using x (y) based on the inner
product 〈x,b′s〉 (〈y,b′′s 〉).

Clearly, the entries in the concept vector of x (y) cor-
responding to the concepts which are not contained in Sx

(Sy) will be zero. Therefore, given the documents x and
y, only the concepts contained in Sx ∩ Sy will play a role
in the semantic relatedness computation. In this sense, x
and y are transformed into vectors in a concept space con-
structed by such concepts in Sx∩Sy, which forms the matrix
Cxy = (c1, . . . , cn). Then we have

Cxy = C[Sx∩Sy ], Cxy =
(
U
V

)
(17)

where C[Sx∩Sy ] represents the sub-matrix defined as the
columns of C corresponding to the concepts listed in Sx∩Sy.
The dimensionality n of the concept space is the size of
Sx ∩ Sy. In contrast to K-means clustering and LSI based
approaches, n varies for different input documents and also
depends on the background corpus, which will be shown in
the experiments.

In the following, we model the term co-occurrence matrix
ZESA and discuss the correlation between gjk and zjk in
ZESA. Firstly, we define ZESA as

ZESA = Cxy · CT
xy (18)

Each entry zjk in ZESA captures the co-occurrence fre-
quency of terms j and k in the top-k background documents
retrieved for both input documents x and y.

Lemma 4. Given the matrix of concepts Cxy =
(
U
V

)
yielded by ESA, each entry zjk in ZESA for terms j and
k in different languages can be calculated as

zjk =
∑n

i=1 uji · vki (19)

According to Eq. 18, the proof of Lemma 4 is obvious. Fol-
lowing Lemma 4, it is straightforward to derive the following
Theorem based on Eq. 10 and Eq. 19.

Theorem 5. The term relatedness gjk computed in the
ESA based approach is equal to the term co-occurrence fre-
quency in the most relevant part of the background corpus
w.r.t. the input documents, i.e. zjk in ZESA.

4.4 Summary
In this section, we summarize the different approaches

w.r.t. interlingual concept space construction and the result-
ing ways of cross-lingual semantic relatedness computation.
A summary of these approaches is shown in Table 1.

Interlingual Concept Space Construction. The con-
cepts generated by the K-means clustering based approach
are clusters of bilingual documents from the entire back-
ground corpus, where the documents are folded into these
clusters and their centroids act as concepts. The number
of clusters n is predefined and each document can only be-
long to a single cluster. When grouping the similar doc-
uments into clusters, K-means clustering might introduce
noise (captured by the residual matrix H) into the concepts.

The LSI based approach reduces the dimensions of the
term document matrix B by bringing the related terms to-
gether to form semantic dimensions. It uses the n most
important semantic dimensions that yield the optimal low-
rank approximation of B as concepts. Different from the
K-means clustering based approach, each document could



K-means clustering LSI ESA

Interlingual
Concept Space
Construction

B = W ·H +R
W =

(
U
V

) B = T · S ·DT

Bn = Tn · Sn ·DT
n

Tn =
(
U
V

) B = C · I
Cxy = C[Sx∩Sy ]

Cxy =
(
U
V

)
Concept
Representation

clusters of bilingual documents
semantic dimensions of related

terms in different languages
bilingual documents

based on the entire
background corpus

based on the optimal
approximation of the background

corpus

based on the most relevant
part of the background corpus

w.r.t. inputs

Dimensionality static and low static and low dynamic and high

Cross-lingual
Semantic
Relatedness
Computation

sim(x, y) =

∑p
j=1

∑q
k=1 xj · yk · gjk√∑p

j=1

∑p
k=1 xj · xk · g′jk ·

√∑q
j=1

∑q
k=1 yj · yk · g′′jk

gjk =

n∑
i=1

uji · vki gjk =

n∑
i=1

uji · vki gjk =

n∑
i=1

uji · vki

uji = W [j, i] ∈ wi

vki = W [k, i] ∈ wi

uji = Tn[j, i] ∈ ti
vki = Tn[k, i] ∈ ti

uji = Cxy[j, i] ∈ ci
vki = Cxy[k, i] ∈ ci

Term Co-
occurrence
Matrix and
Implication
of its Entry
(ZB = B·BT )

ZK−means = ZB +N ZLSI =

r∑
l=0

αl · Zl
B ZESA = Cxy · CT

xy

zjk =

n∑
i=1

|wi| · uji · vki zjk =

n∑
i=1

s2i · uji · vki zjk =

n∑
i=1

uji · vki

term co-occurrence frequency
in the background corpus with

added noise

a linear combination of the
high-order term co-occurr

frequency in the background
corpus

term co-occurrence frequency
in the most relevant part of

the background corpus

Correlation of
gjk with zjk

gjk has a positive correlation
with zjk

gjk has a positive correlation with
zjk

gjk is equal to zjk

Table 1: Concept-based approaches to cross-lingual semantic relatedness

be folded into more than one semantic dimension and the
weight of a document on a semantic dimension reflects its
fractional membership, which can be viewed as a soft clus-
tering without noise generated.

In contrast to K-means clustering and LSI based ap-
proaches, ESA based approach considers the bilingual docu-
ments in the background corpus as concepts. For each pair
of input documents, it constructs the interlingual concept
space dynamically using the intersection of two sets of top-k
background documents that are most relevant to the respec-
tive input documents. Instead of a fixed and relatively low
dimensionality n of the concept space in K-means cluster-
ing and LSI based approaches, n in ESA based approach is
determined dynamically.

Cross-lingual Semantic Relatedness Computation.
While all these approaches are based on term co-occurrence
derived from the background corpus, the difference of inter-
lingual concept space construction between these approaches
results in different ways of computing cross-lingual semantic
relatedness and term relatedness gjk in particular.

In the K-means clustering based approach, gjk is coarse-
grained due to the term co-occurrence captured at cluster
level (uji, vki ∈ wi) and sensitive to the noise yielded by
K-means clustering. This results in a positive correlation of
gjk with the term co-occurrence frequency zjk in the back-
ground corpus with added noise.

In the LSI based approach, gjk is also coarse-grained due
to the term co-occurrence captured at semantic dimension
level (uji, vki ∈ ti), but not sensitive to any noise. This
leads to a positive correlation of gjk with the term co-
occurrence frequency zjk in the optimal low-rank approxi-
mation of the background corpus, which has been proved to
be a linear combination of the high-order term co-occurrence
frequency in the background corpus.

In the ESA based approach, gjk is fine-grained due to the
term co-occurrence captured at document level (uji, vki ∈
ci) and sensitive to the dimensionality n of the interlingual
concept space constructed dynamically. And gjk is equal to
the term co-occurrence frequency zjk in the most relevant
part of the background corpus w.r.t. the input documents.



English German Spanish

#Wikipedia articles 4,014,643 1,438,325 896,691

(a) Number of Wikipedia articles

English-German English-Spanish German-Spanish

#Cross-language links (→) 721,878 568,210 295,415
#Cross-language links (←) 718,401 581,978 302,502
#Cross-language links (merged) 722,069 593,571 307,130

(b) Number of cross-language links

Table 2: Statistics about Wikipedia dataset used in our experiments

5. EVALUATION
In order to investigate the performance of different ap-

proaches to cross-lingual semantic relatedness, we carried
out the experiments, similar to [3], in a cross-lingual search
and retrieval scenario using a standard mate retrieval setup
for different language pairs covering English, German and
Spanish.

5.1 Data and Methodology
To provide the background corpus, we extracted large

collections from the parallel corpus JRC-Acquis3 and the
aligned comparable corpus Wikipedia4 (henceforth also de-
noted by JRC and Wiki). The JRC-Acquis corpus comprises
of approximately 23,000 legislative documents from Euro-
pean Union in each of 22 European languages. We used
a random sample of 90% of parallel documents in English,
German and Spanish from JRC-Acquis corpus as the back-
ground corpus and the remaining 10% parallel documents
in these languages for testing. For constructing the aligned
Wikipedia comparable corpus as the additional background
corpus, we analyzed cross-language links between Wikipedia
articles for each pair of supported languages in both di-
rections and keep articles for which aligned versions ex-
ist at least in one direction. For instance, we extracted
721, 878 cross-language links from English Wikipedia to Ger-
man Wikipedia, and 718, 401 cross-language links from Ger-
man to English. By merging them, we obtain 722, 069
cross-language links, which are used to construct the aligned
Wikipedia comparable corpus of the English-German lan-
guage pair. Table 2 shows some statistics of the Wikipedia
dataset used in our experiments.

For mate retrieval evaluation, we take the document in
one language as query and retrieve the relevant documents
in another language. We assumed that only the translated
version (mate) is considered as relevant to the query docu-
ment. In this experimental setup, we are concerned about
whether the translation can appear on top of the ranked re-
sult list and the observed position of the mate is also used
as a comparison factor. Based on such observation, we con-
sider recall at cutoff rank k (R@k) and Mean Reciprocal
Rank (MRR) as quality criteria. Recall defines the number
of relevant documents that are retrieved in relation to the
total number of relevant documents. R@k is defined by only
considering the top-k results. In the mate retrieval setting,
R@k defines the number of queries for which the mate doc-
ument was found in the top-k results. MRR measures the
average reciprocal ranks of the mate documents. Different
from R@k, MRR also takes into account the position of the

3http://langtech.jrc.it/JRC-Acquis.html
4http://dumps.wikimedia.org

mate document, resulting in higher value when the position
of the mate in the ranked result list is higher.

5.2 Results
In the experiments, we observed that the performance of

all these approaches varied with the parameters, namely the
number n of the concepts used by K-means clustering and
LSI based approaches and the number k of the most highly-
ranked concepts under consideration for each input docu-
ment in ESA based approach. Figs. 2(a-b) show the MRR
results of three approaches using JRC-Acquis and Wikipedia
as the background corpora averaged on different language
pairs (i.e. English-German, English-Spanish and German-
Spanish).

As shown in Fig. 2(a), the performance of K-means clus-
tering and LSI based approaches tends to increase from 100
to 5005 concepts using both JRC-Acquis and Wikipedia as
the background corpora. For K-means clustering, the rea-
son is that less noise will be introduced during clustering
when n increases because the background documents can be
assigned to more concepts, especially for Wikipedia which
covers a wide range of topics. This explains why the perfor-
mance of K-means clustering using Wikipedia as the back-
ground corpus improves significantly when n increases. For
LSI with larger n, more semantic dimensions are involved
to capture the term co-occurrence for semantic relatedness
computation.

In ESA based approach, the dimensionality n of the inter-
lingual concept space changes dynamically for specific input
documents and it also depends on the top-k concepts un-
der consideration for each input document. As shown in
Fig. 2(b), ESA reaches its peak performance at k = 10, 000
when using JRC-Acquis as the background corpus and the
performance tends to slightly increase after k > 10, 000 us-
ing Wikipedia as the background corpus. In general, ESA
needs a minimum number of concepts to perform reasonably,
but also reaches a point where further concepts will not help
and may start introducing noise. After the top-10, 000 con-
cepts for each input document are considered, the number of
the overlapped concepts for both input documents, i.e. the
dimensionality n of the concept space, is large enough to
capture the term co-occurrence when using JRC-Acquis as
the background corpus, while there is still room to increase
n when using Wikipedia as the background corpus. We will
discuss this issue later.

It is observed that JRC-Acquis as the background cor-
pus leads to much better results than Wikipedia for all ap-
proaches. That is due to the large vocabulary overlap be-

5The exploration of the concept space in the K-means clus-
tering and LSI based approaches ends with 500 dimensions
due to computational limitations of our servers.



(a) MRR for different n (b) MRR for different k (c) Retrieval Time for different k

Figure 2: Evaluation results for different parameters

Method
R@1 R@10 R@100 MRR R@1 R@10 R@100 MRR R@1 R@10 R@100 MRR

English-German English-Spanish German-Spanish

K-means (JRC) 0.49 0.84 0.98 0.61 0.70 0.94 0.99 0.78 0.50 0.85 0.98 0.61
LSI (JRC) 0.67 0.93 1.00 0.77 0.83 0.97 1.00 0.89 0.68 0.94 1.00 0.77
ESA (JRC) 0.75 0.94 1.00 0.82 0.86 0.98 1.00 0.91 0.76 0.94 1.00 0.82

K-means (Wiki) 0.32 0.61 0.85 0.42 0.57 0.82 0.94 0.66 0.34 0.62 0.85 0.43
LSI (Wiki) 0.52 0.81 0.98 0.62 0.66 0.90 0.99 0.74 0.49 0.81 0.98 0.60
ESA (Wiki) 0.53 0.82 0.96 0.59 0.60 0.86 0.99 0.67 0.47 0.76 0.95 0.55

Table 3: Evaluation results using the optimal settings

Language Pair
Min. dim. Max. dim. Avg. dim. Min. dim. Max. dim. Avg. dim. Fixed dim.

ESA(JRC) ESA(Wiki) K-means/LSI

English-German 1,678 8,569 4,499 23 5,749 929 500
English-Spanish 1,550 8,830 4,519 10 6,407 1,131 500
German-Spanish 1,643 8,373 4,502 93 5,660 1,299 500

Average 1,624 8,591 4,489 42 5,939 1,120 500

Table 4: Dimensionality of the interlingual concept space

tween the test collection and the background corpus since
the semantic relatedness computed in these approaches are
all based on term co-occurrence derived from the back-
ground corpus. Moreover, in contrast to a parallel corpus,
Wikipedia is a comparable corpus where the aligned articles
may vary in size, quality and vocabulary. In other words, the
term co-occurrence frequency in JRC-Acquis reflects more
reliable term relatedness than that in Wikipedia.

In K-means clustering and LSI based approaches, each
query document can be processed in less than 1 second on
average. This is because the time complexity of both ap-
proaches only depends on the dimensionality n of the con-
cept space, which is relatively small (n ≤ 500) in both ap-
proaches. For the sake of space, we omit the results because
individual times exhibit only minor differences.

Fig. 2(c) shows the average retrieval time of ESA based ap-
proach for each query document. We observe that ESA takes
significantly more time than the other two approaches, be-
cause it has to compare each candidate document to retrieve
with the background documents to yield the top-k concepts.
This results in a much higher time complexity depending on
m, which is the total number of all background documents.
In practice, the inverted index and top-k query processing
techniques can be employed such that the time complexity is
much smaller than the worst case. However, compared with
K-means clustering and LSI based approaches, the compu-
tation in ESA based approach is still more expensive, espe-
cially when k is large.

While K-means clustering and LSI are more efficient than
ESA for online retrieval process, ESA does not require com-
prehensive computation for offline preprocessing, which is
needed for K-means clustering and LSI. In our experiments,
the preprocessing of ESA can be performed within 1 hour
for any desired number of concepts. In contrast, the pre-
processing of K-means clustering and LSI takes from several
hours to several days with the increasing dimensionality.

For the reported evaluation results, we used these settings
(n = 500 for K-means clustering and LSI based approaches
and k = 10, 000 for ESA based approach) to achieve the
trade-off between the effectiveness (MRR) and the efficiency
(retrieval time). Table 3 shows the R@k and MRR results
of all three approaches using JRC-Acquis and Wikipedia as
the background corpora for different language pairs, where
the best results are formatted in bold.

LSI and ESA outperform K-means clustering in all the
cases. With the previous theoretical analysis, we can ex-
plain this with the differences in the semantic relatedness
computation: the term relatedness in K-means clustering
is related to the term co-occurrence frequency in the back-
ground corpus with noise yielded by clustering, which leads
to distortion of the computed term relatedness.

ESA outperforms LSI in most cases using JRC-Acquis as
the background corpus. This is because the term relatedness
captured in ESA is fine-grained, i.e. at the bilingual docu-
ment level, while LSI captures a relatively coarse-grained
term relatedness at the semantic dimension level. In ad-



dition, ESA calculates the term relatedness based on the
term co-occurrence frequency in the most relevant part of
the background corpus w.r.t. the input documents, which
reduces the noise, i.e. the irrelevant background documents,
while the term relatedness computed in LSI is related to a
linear combination of the high-order term co-occurrence fre-
quency in the background corpus without considering the
input documents.

Interestingly, when using Wikipedia as the background
corpus, LSI achieves slightly better results than ESA. The
reason is that the term relatedness in ESA is sensitive to the
dimensionality n, which is determined dynamically based on
the input documents and the background corpus. As shown
in Table 4, we investigate the values of n yielding the results
in Table 3. While K-means clustering and LSI have a fixed
n, it varies significantly in ESA when the background corpus
changes from JRC-Acquis to Wikipedia. This is due to the
large size and wide range of covered topics of Wikipedia,
such that the overlap between the top-k concepts for the
input documents and thus the dimensionality n is much
smaller compared with the case when using JRC-Acquis as
the background corpus. Since ESA needs a large number
of concepts spanning the concept space to perform reason-
ably, we can generate more top-k concepts from Wikipedia
for each input document to increase n. However, this will
also result in more retrieval time as shown in Fig. 2(c).

6. CONCLUSIONS
In this paper, we study the foundation of cross-lingual se-

mantic relatedness in vector space models. We investigate
three fundamental solutions: the clustering model instanti-
ated by K-means clustering, the latent model instantiated
by LSI and the explicit model instantiated by ESA. Most
approaches proposed earlier or later are variations and in-
cremental improvements of these three approaches. As the
main contribution, we establish a generalized model, which
subsumes and helps to analyze the differences among the
three existing approaches. In particular, we elaborate on dif-
ferences in interlingual concept space construction and cross-
lingual semantic relatedness computation based on concepts.
We perform a theoretical analysis of these approaches and
validate them in the experiments in a cross-lingual search
and retrieval scenario.

The merit of our work is twofold. Firstly, it helps to ob-
tain a better understanding of existing approaches; while
the work is carried out in the more general cross-lingual
context, the results are transferable to semantic relatedness
in the monolingual case. Secondly, it can be used as a guide
to choose among existing approaches and to design future
semantic relatedness solutions for the particular type of data
and tasks at hand.
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