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Can we aggregate 
complementing 

information across 
modalities?

Yes.
Cross-modal embeddings do 
better on several benchmarks.

Steffen Thoma, Achim Rettinger, Fabian 
Both
Towards Holistic Concept 
Representations: Embedding Relational 
Knowledge, Visual Attributes, and 
Distributional Word Semantics
The Semantic Web – ISWC 2017, 
Springer, October, 2017
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Fabian Both, Steffen Thoma, Achim 
Rettinger. 
Cross-modal Knowledge Transfer: 
Improving the Word Embedding of 
Apple by Looking at Oranges. 
K-CAP2017, The 9th International 
Conference on Knowledge Capture, 
ACM, Dezember, 2017

3M
1.5K

Can we extrapolate cross-modal 
information to entities unseen in 

some of the other modalities?

Yes. 
Specifically hyponyms profit more 

than hypernyms.
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Can we extrapolate knowledge 
about translating entities across 
modalities without having seen 

them during training?

Aditya Mogadala, Umanga Bista, 
Lexing Xie and Achim Rettinger. 
Knowledge Guided Attention and 
Inference for Describing Images Which 
Contain Unseen Objects, 
ESWC 2018

?
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Visual Object Detection

Images on the Web depict a huge variety of visual objects

Truffle Mammoth Blackbird Papaya

642 Visual Object Categories by ImageNet 
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Description Generation for Images

Training data for image captioning (i.e. image-
caption pairs) cover only a fraction of objects that 

can be detected by image classifiers.

80 MSCOCO Visual Object Categories
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Challenge - Missing Captions for Images

Caption Generation 
with Standard 

Model

Expected from 
Model

Parallel caption training examples are missing for 
images containing visual object category “pizza”.

A man is making a sandwich in a 
restaurant.

A man is holding a pizza in his
hands.
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Related Work

Caption

Approaches that can handle unseen objects.
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Missing in Related Work

Our attention mechanism learns to 
focus on the salient aspects in the 
image for caption generation. Attention

Transfer either before or during 
inference. We do both.Inference



KNOWLEDGE GUIDED 
ATTENTION AND INFERENCE
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Our Contributions

ESA   
Introduce an attention mechanism into the caption generation model from External 

Semantic Knowledge (ESA) provided by a knowledge graph (KG)

CI
Constraint before and during Inference (CI) for transferring information between seen 

words and unseen visual object categories by exploiting external semantic knowledge 
provided by a knowledge graph (KG).
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Fig. 2. KGA-CGM is built with three components. A language model implemented
with a 2-layer forward LSTM where L1-F and L2-F represents layer-1 and layer-2
respectively, a multi-word-label classifier to generate image visual features and a multi-
entity-label classifier that generates entity-labels linked to a KG serving as a partial
image specific scene graph. This information is further leveraged to acquire entity
vectors for supporting ESA. wt represents the input caption word, ct the semantic
attention, pt the output of probability distribution over all words and yt the predicted
word at each time step t. BOS and EOS represent the special beginning and end of
sentence tokens respectively.

External Semantic Attention (ESA) Our objective in ESA is to extract
semantic attention from an image by leveraging semantic knowledge in KG as
entity-labels obtained using a multi-entity-label image classifier (discussed in
the Section 4.2). Here, entity-labels are analogous to patches or attributes of an
image. In formal terms, if eai is an entity-label and ei 2 RE the entity-label
vector among set of entity-label vectors (i = 1, .., L) and �

i
the attention weight

of ei then �i is calculated at each time step t using Equation 3.

�
ti
=

exp(p
ti
)

P
L

j=1 exp(ptj
)

(3)

where p
ti
= f(ei,ht) represent scoring function which conditions on hidden state

(ht) of a caption language model. It can be observed that the scoring function
f(ei,ht) is crucial for deciding attention weights. Also, relevance of the hidden
state with each entity-label is calculated using Equation 4.

f(ei,ht) = tanh(hT

t
Wheei) (4)

where ht 2 RH ,Whe 2 RH⇥E is a bilinear parameter matrix. Once the attention
weights are calculated, the soft attention weighted vector of the context c, which
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Knowledge-Guided Assistance Caption Generation (KGA-CGM)
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vectors for supporting ESA. wt represents the input caption word, ct the semantic
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word at each time step t. BOS and EOS represent the special beginning and end of
sentence tokens respectively.
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Inference – Generating unseen objects

Input: M={Whe,Wh2
t
,Wct , WIt}

Output: Mnew

1 Initialize List(closest) = cosine distance(List(unseen),vocabulary) ;
2 Initialize Wct [vunseen,:], Wh2

t
[vunseen,:], WIt [vunseen,:] = 0 ;

3 Function Before Inference
4 forall items T in closest and Z in unseen do

5 if T and Z is vocabulary then

6 Wct [vZ ,:] = Wct [vT ,:] ;
7 Wh2

t
[vZ ,:] = Wh2

t
[vT ,:] ;

8 WIt [vZ ,:] = WIt [vT ,:] ;

9 end

10 if iT and iZ in visual features then

11 WIt [iZ ,iT ]=0 ;
12 WIt [iT ,iZ ]=0 ;

13 end

14 end

15 Mnew = M ;
16 return Mnew ;

17 end

Algorithm 1: Constrained Inference Overview (Before)

Knowledge Graphs (KGs) and Unpaired Textual Corpora There are
several openly available KGs such as DBpedia3, Wikidata4, and YAGO5 which
provide semantic knowledge encapsulated in entities and their relationships. We
choose DBpedia as our KG for entity annotation, as it is one of the extensively
used resource for semantic annotation and disambiguation [6]6.

For learning weights of the language model and also Glove word embeddings,
we have explored di↵erent unpaired textual corpora from out-of-domain sources
(i.e. out of image-caption parallel corpora) such as the British National Corpus
(BNC)7, Wikipedia (Wiki) and subset of SBU1M8caption text containing 947
categories of ILSVRC12 dataset [11]. NLTK9 sentence tokenizer is used to ex-
tract tokenizations and around 70k+ words vocabulary is extracted with Glove
embeddings.

Unseen Objects Description (Out-of-Domain MSCOCO & ImageNet)

To evaluate KGA-CGM, we use the subset of MSCOCO dataset [7] proposed

3 http://wiki.dbpedia.org/
4 https://www.wikidata.org/wiki/Wikidata:Main_Page
5 http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/
research/yago-naga/yago/downloads/

6 we presume other KGs also have high quality information and do not distinguish
them based on qualitative measures. DBpedia is chosen for convenience.

7 http://www.natcorp.ox.ac.uk/
8 http://vision.cs.stonybrook.edu/~vicente/sbucaptions/
9 http://www.nltk.org/

8

[UnseenObj17]
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Evaluation Setup

• 8 held out objects from MSCOCO
• Image-Caption Pairs: 70K Training, 20K Validation, 20K Testing
• CNN Architectures: VGG16 [Simoyan et. Al. 2014]
• Unpaired Textual Corpus: British National Corpus, Wikipedia, SBU1M
• Entity Vectors: RDF2Vec [Ristoski et. Al. 2014]
• Evaluation Metrics: Meteor, Spice, F1

Microwave, Racket, Bottle, Zebra, Pizza, Couch , Bus, Suitcase
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Seen Objects
Model Beam METEOR SPICE F1-score
DCC [4] 1 23.0 15.9 -
CBS(T4) [2] >1 24.5 18.0 -
KGA-CGM 1 24.1 17.2 -
KGA-CGM >1 25.1 18.2 -

Table 2. Average measures of MSCOCO seen objects.

more Quantitative and Qualitative results in Supplemental Material –https://
www.dropbox.com/s/i678x37k2epozfb/eswc2018-supplemental.pdf?dl=0

Unseen Object: Pizza

Predicted Entity-Labels (Top-3): Pizza,Restaurant,Hat
Base: A man is making a sandwich in a restaurant
NOC: A man standing next to a table with a pizza in front of it.
KGA-CGM:  A man is holding a pizza in his hands

Fig. 3. Sample predictions of KGA-CGM on out-of-domain MSCOCO Images with
Beam Size 1 when compared against base model and NOC [15]

5.3 Describing ImageNet Images

ImageNet images do not contain any ground-truth captions and contain exactly
one unseen visual object category per image. Initially, we first retrain di↵erent
language models using unpaired textual data (Section 4.1) and also the entire
MSCOCO training set. Furthermore, the KGA-CGM model is rebuilt for each
one of them separately. To describe ImageNet images, image classifiers presented
in the Section 4.2 are leveraged. Table 3 summarizes the experimental results
attained on 634 categories (i.e. not all 642) to have fair comparison with other
approaches. By adopting only MSCOCO training data for language model, our
KGA-CGM makes the relative improvement over NOC and LSTM-C in all cat-
egories i.e. unseen, F1 and accuracy. Figure 4 shows few sample descriptions.

6 Key Findings

The key observations of our research are: (1) The ablation study conducted
to understand the influence of di↵erent components in KGA-CGM has shown
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Model Beam METEOR SPICE F1-score
DCC [4] 1 23.0 15.9 -
CBS(T4) [2] >1 24.5 18.0 -
KGA-CGM 1 24.1 17.2 -
KGA-CGM >1 25.1 18.2 -

Table 2. Average measures of MSCOCO seen objects.

more Quantitative and Qualitative results in Supplemental Material –https://
www.dropbox.com/s/i678x37k2epozfb/eswc2018-supplemental.pdf?dl=0

Unseen Object: Zebra

Predicted Entity-Labels (Top-3):Zebra,Enclosure,Zoo
Base: A couple of animals that are standing in a field
NOC: Zebras standing together in a field with zebras
KGA-CGM:  A group of zebras standing in a line

Fig. 3. Sample predictions of KGA-CGM on out-of-domain MSCOCO Images with
Beam Size 1 when compared against base model and NOC [15]

5.3 Describing ImageNet Images

ImageNet images do not contain any ground-truth captions and contain exactly
one unseen visual object category per image. Initially, we first retrain di↵erent
language models using unpaired textual data (Section 4.1) and also the entire
MSCOCO training set. Furthermore, the KGA-CGM model is rebuilt for each
one of them separately. To describe ImageNet images, image classifiers presented
in the Section 4.2 are leveraged. Table 3 summarizes the experimental results
attained on 634 categories (i.e. not all 642) to have fair comparison with other
approaches. By adopting only MSCOCO training data for language model, our
KGA-CGM makes the relative improvement over NOC and LSTM-C in all cat-
egories i.e. unseen, F1 and accuracy. Figure 4 shows few sample descriptions.

6 Key Findings

The key observations of our research are: (1) The ablation study conducted
to understand the influence of di↵erent components in KGA-CGM has shown
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Quantitative Results
F1-Score

KGA-CGM (our proposed model). Underline represent second best
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Quantitative Results
METEOR

KGA-CGM (our proposed model) and underline represent second best
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Scaling it by an order of magnitude

Model Unpaired Text Unseen F1 Accuracy
NOC [15] MSCOCO 69.1 15.6 10.0

BNC&Wiki 87.7 31.2 22.0
LSTM-C [18] MSCOCO 72.1 16.4 11.8

BNC&Wiki 89.1 33.6 31.1
KGA-CGM MSCOCO 74.1 17.4 12.2

BNC&Wiki 90.2 34.4 33.1
BNC&Wiki&SBU1M 90.8 35.8 34.2

Table 3. Describing ImageNet Images with Beam size 1. Results of NOC and LSTM-C
(with Glove) are adopted from Yao et al. [18]

Unseen Object: Truffle
Guidance Before Inference: food → truffle
Base:  A person holding a piece of paper.
KGA-CGM:  A close up of a person holding truffle

Fig. 4. ImageNet images with best KGA-CGM model from Table 3. Guided before
inference shows which words are used for transfer between seen and unseen.

that using external semantic attention and constrained inference has superior
performance when compared to using only either of them. Also, increasing the
beam size during inference has shown a drop in all measures. This is basically
adhered to the influence of multiple words on unseen objects. (2) The perfor-
mance advantage becomes clearer if the domain of unseen objects is broadened.
In other words: KGA-CGM specifically improves over the state-of-the-art in set-
tings that are larger and less controlled. Hereby, KGA-CGM scales to one order
of magnitude more unseen objects with moderate performance decreases. (3) The
influence of the closest seen words (i.e. observed in image-caption pairs) and the
unseen visual object categories played a prominent role for generating descrip-
tions. For example in out-of-domain MSCOCO, words such as “suitcase”/“bag”,
“bottle”/“glass” and “bus/truck” are semantically similar and are also used in
the similar manner in a sentence added excellent value. However, some words
usually cooccur such as “racket”/“court” and “pizza”/“plate” played di↵erent
roles in sentences and lead to few grammatical errors. (4) The decrease in perfor-
mance have a high correlation with the discrepancy between the domain where
seen and unseen objects come from.

7 Conclusion and Future Work

In this paper, we presented an approach to generate captions for images that
lack parallel captions during training with the assistance from semantic knowl-
edge encapsulated in KGs. In the future, we plan to expand our models to build
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NOC [15] MSCOCO 69.1 15.6 10.0
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BNC&Wiki 90.2 34.4 33.1
BNC&Wiki&SBU1M 90.8 35.8 34.2

Table 3. Describing ImageNet Images with Beam size 1. Results of NOC and LSTM-C
(with Glove) are adopted from Yao et al. [18]

Unseen Object: Papaya
Guidance Before Inference: banana → papaya
Base:  A woman standing in a garden.

KGA-CGM:  These are ripe papaya hanging on a tree

Fig. 4. ImageNet images with best KGA-CGM model from Table 3. Guided before
inference shows which words are used for transfer between seen and unseen.

that using external semantic attention and constrained inference has superior
performance when compared to using only either of them. Also, increasing the
beam size during inference has shown a drop in all measures. This is basically
adhered to the influence of multiple words on unseen objects. (2) The perfor-
mance advantage becomes clearer if the domain of unseen objects is broadened.
In other words: KGA-CGM specifically improves over the state-of-the-art in set-
tings that are larger and less controlled. Hereby, KGA-CGM scales to one order
of magnitude more unseen objects with moderate performance decreases. (3) The
influence of the closest seen words (i.e. observed in image-caption pairs) and the
unseen visual object categories played a prominent role for generating descrip-
tions. For example in out-of-domain MSCOCO, words such as “suitcase”/“bag”,
“bottle”/“glass” and “bus/truck” are semantically similar and are also used in
the similar manner in a sentence added excellent value. However, some words
usually cooccur such as “racket”/“court” and “pizza”/“plate” played di↵erent
roles in sentences and lead to few grammatical errors. (4) The decrease in perfor-
mance have a high correlation with the discrepancy between the domain where
seen and unseen objects come from.

7 Conclusion and Future Work

In this paper, we presented an approach to generate captions for images that
lack parallel captions during training with the assistance from semantic knowl-
edge encapsulated in KGs. In the future, we plan to expand our models to build
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Quantitative Analyse: Out-of-domain Objektbeschreibung
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Can we extrapolate knowledge 
about translating entities across 
modalities without having seen 

them during training?

Yes.
KG embeddings

help to generalize to
unseen entities.
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Fig. 1. KGA goal is to describe images containing unseen objects by building on the
existing methods i.e. DCC [4], NOC [15], CBS [2] and LSTM-C [18] and going beyond
them by adding semantic knowledge assistance. Base refers to our base description
generation model built with CNN [13] - LSTM [5].

In DCC, an approach which performs information transfer only before infer-
ence, the training of the caption generation model is solely dependent on the
corpus constituting words which may appear in the similar context as of un-
seen objects. Hence, explicit transfer of learned parameters is required between
seen and unseen object categories before inference which limits DCC from scal-
ing to a wide variety of unseen objects. NOC tries to overcame such issues by
adopting a end-to-end trainable framework which incorporates auxiliary training
objectives during training and detaching the need for explicit transfer of param-
eters between seen and unseen objects before inference. However, NOC training
can result in sub-optimal solutions as the additional training attempts to opti-
mize three di↵erent loss functions simultaneously. CBS, leverages an approximate
search algorithm to guarantee the inclusion of selected words during inference
of a caption generation model. These words are however only constrained on
the image tags produced by a image classifier. And the vocabulary used to find
similar words as candidates for replacement during inference is usually kept very
large, hence adding extra computational complexity. LSTM-C avoids the limi-
tation of finding similar words during inference by adding a copying mechanism
into caption training. This assists the model during inference to decide whether
a word is to be generated or copied from a dictionary. However, LSTM-C su↵ers
from confusion problems since probabilities during word generation tend to get
very low.

In general, aforementioned approaches also have the following limitations:
(1) The image classifiers used cannot predict abstract meaning, like “hope”, as
observed in many web images. (2) Visual features extracted from images are
confined to the probability of occurrence of a fixed set of labels (i.e. nouns, verbs
and adjectives) observed in a restricted dataset and cannot be easily extended to
varied categories for large-scale experiments. (3) Since an attention mechanism is
missing, important regions in an image are never attended. While, the attention
mechanism in our model helps to scale down all possible identified concepts to
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Fig. 2. KGA-CGM is built with three components. A language model implemented
with a 2-layer forward LSTM where L1-F and L2-F represents layer-1 and layer-2
respectively, a multi-word-label classifier to generate image visual features and a multi-
entity-label classifier that generates entity-labels linked to a KG serving as a partial
image specific scene graph. This information is further leveraged to acquire entity
vectors for supporting ESA. wt represents the input caption word, ct the semantic
attention, pt the output of probability distribution over all words and yt the predicted
word at each time step t. BOS and EOS represent the special beginning and end of
sentence tokens respectively.

External Semantic Attention (ESA) Our objective in ESA is to extract
semantic attention from an image by leveraging semantic knowledge in KG as
entity-labels obtained using a multi-entity-label image classifier (discussed in
the Section 4.2). Here, entity-labels are analogous to patches or attributes of an
image. In formal terms, if eai is an entity-label and ei 2 RE the entity-label
vector among set of entity-label vectors (i = 1, .., L) and �

i
the attention weight

of ei then �i is calculated at each time step t using Equation 3.

�
ti
=

exp(p
ti
)

P
L

j=1 exp(ptj
)

(3)

where p
ti
= f(ei,ht) represent scoring function which conditions on hidden state

(ht) of a caption language model. It can be observed that the scoring function
f(ei,ht) is crucial for deciding attention weights. Also, relevance of the hidden
state with each entity-label is calculated using Equation 4.

f(ei,ht) = tanh(hT

t
Wheei) (4)

where ht 2 RH ,Whe 2 RH⇥E is a bilinear parameter matrix. Once the attention
weights are calculated, the soft attention weighted vector of the context c, which
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Model Unpaired Text Unseen F1 Accuracy
NOC [15] MSCOCO 69.1 15.6 10.0

BNC&Wiki 87.7 31.2 22.0
LSTM-C [18] MSCOCO 72.1 16.4 11.8

BNC&Wiki 89.1 33.6 31.1
KGA-CGM MSCOCO 74.1 17.4 12.2

BNC&Wiki 90.2 34.4 33.1
BNC&Wiki&SBU1M 90.8 35.8 34.2

Table 3. Describing ImageNet Images with Beam size 1. Results of NOC and LSTM-C
(with Glove) are adopted from Yao et al. [18]

Unseen Object: Truffle
Guidance Before Inference: food → truffle
Base:  A person holding a piece of paper.
KGA-CGM:  A close up of a person holding truffle

Fig. 4. ImageNet images with best KGA-CGM model from Table 3. Guided before
inference shows which words are used for transfer between seen and unseen.

that using external semantic attention and constrained inference has superior
performance when compared to using only either of them. Also, increasing the
beam size during inference has shown a drop in all measures. This is basically
adhered to the influence of multiple words on unseen objects. (2) The perfor-
mance advantage becomes clearer if the domain of unseen objects is broadened.
In other words: KGA-CGM specifically improves over the state-of-the-art in set-
tings that are larger and less controlled. Hereby, KGA-CGM scales to one order
of magnitude more unseen objects with moderate performance decreases. (3) The
influence of the closest seen words (i.e. observed in image-caption pairs) and the
unseen visual object categories played a prominent role for generating descrip-
tions. For example in out-of-domain MSCOCO, words such as “suitcase”/“bag”,
“bottle”/“glass” and “bus/truck” are semantically similar and are also used in
the similar manner in a sentence added excellent value. However, some words
usually cooccur such as “racket”/“court” and “pizza”/“plate” played di↵erent
roles in sentences and lead to few grammatical errors. (4) The decrease in perfor-
mance have a high correlation with the discrepancy between the domain where
seen and unseen objects come from.

7 Conclusion and Future Work

In this paper, we presented an approach to generate captions for images that
lack parallel captions during training with the assistance from semantic knowl-
edge encapsulated in KGs. In the future, we plan to expand our models to build
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