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1 Introduction

The title of my paper may suggest that a lot of things ought to be dealt with to cover
the topic (or rather, the topics) concerned, and that this can hardly be achieved within
the limited frame of space.

The sub-title therefore serves to constrain the topic, so that general issues of past,
present and future development of data, information processing will not be dealt with.

I will, however, try to convey some linguistically motivated ideas, concerning prob-
lems which nearly everyone dealing with natural language and the processing of its

∗Published in: Czap, H./Galinski, C. (Eds): Terminology and Knowledge Engineering (Volume 2),
Frankfurt/M. (Indeks) 1988, pp. 25–41.
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meanings most certainly either has run into or will encounter in this or another way,
with or without being forced to solve them under the particular aspects of his discipline,
approach and/or needs.

In what follows, therefore, be prepared to get acquainted with just “another special
view through the old holes” — to quote Lichtenberg’s ironical aphorism [1] on the
progress of science — and let us hope that there will be something new for some of
you.

2 Linguistics

I can be very brief on linguistics in that — as all disciplines — it may concisely be
characterized by stating its object of research, methods of investigation, and the objec-
tives aimed at. The object of research is Natural Language, the methods employed are
those of formal-theoretic and/or quantitative-empirical analysis, description or mod-
elling, and the aims or objectives that are pursued by such activities, are to understand
how Natural Languages serve the function they accomplish, i.e. being understood as a
means to convey meaning and knowledge in an incredibly flexible and altogether quite
reliable way.

3 Computational View

The computational view of linguistics is — as the term suggests — closely con-
nected with possibilities which the advent of computers as not only number-crunching
but symbol-processing machines has produced. More than rapid data manipulation,
however, the symbol processing automaton has added a highly significant extension to
epistomology. Let me at least sketch this extension:

In information system theory the activity of intelligent organisms can be character-
ized as the endeavor to find in and/or to create from an abundant mass of environmental
data some regularities in order to be able to cope with this environment. The system’s
detection of order and repetition and its representation as some structure allows for
a rule-governed behaviour based on systematic expectations. Scientific activities may
be characterized analogously with differing levels of analysing and representing order
according to the paradigm available at a time.

According to Patrick Suppes [2], observables of any kind may — on a first level —
be described and analysed as entities or systems thereof constituting what has become
to be known as the structural paradigm. Within the processual paradigm, however,
these very structures may be understood as results of processes which can be modelled
— on a second level — as different states of a system changing along a time axis.
Abstracting from this timely duration of processes, these can be transformed to what
is called a procedure which can — on a third level — be represented in a systematic
way as an algorithm written in a formal language. Providing an adequate (hard- and
software) environment, such procedures can be made to operate on suitable data to
become operational processes again which will produce structures of observable entities
of nearly any kind. This is — in short — what constitutes the procedural paradigm as
an epistomological extension to structuralism.
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Applied to linguistics (or at least parts of it), the procedural approach already shed
some new light (not only through the old holes) but also onto problems whose solution
appears to be at hand now, particularly so in “computational linguistics”. Within the
study of syntax the new paradigm has conquered the field, lacking only in the auto-
matic detection of the data structures necessary to serve as syntactic knowledge base
for a language. The study of semantics is (or at least ought to be) concerned mainly
with the build-up and establishment of data structures of a particular kind which can
serve as representational formats for world knowledge and word meanings. Although
the dynamism and flexibility of knowledge and meaning has proved to be particularly
hard to capture even within the new paradigm, I feel that procedural modelling might
eventually prove to offer a breakthrough in meaning and knowledge representation,
that some Wittgensteinian ideas seem to have asked for thirty years ago:

We constantly compare language with a calculus proceeding according to exact rules.
This is a very one-sided way of looking at language. [...] For not only do we not think
of the rules of usage — of definitions, etc. — while using language, but when we are
asked to give such rules, in most cases we aren’t able to do so. We are unable clearly
to circumscribe the concept we use; not because we don’t know their real definition, but
because there is no “real” definition to them. [...] Why then do we constantly compare
our use of words with one following exact rules? The answer is that the puzzles which we
try to remove always spring from just this attitude towards language. [3]

4 Problems of Semantics

Semantics, the study of meaning, has become focal within a number of hitherto spe-
cialized disciplines. Scholars engaged in these research activities converge on a com-
mon interest in natural and artificial language systems or the communicative property
related to their use. They differ, however, in what from their points-of-departure con-
stitutes semantics. The variety of aspects raised ranges from the analysis and represen-
tation of natural language meanings as conveyed by signs, words, sentences and texts,
via conceptual knowledge, memory structure, and logical inferencing, to the modelling
and simulation of processes of cognition and comprehension.

Whereas more philosophically oriented investigations of knowledge, thought, and
language have had a long-standing tradition of posing practical questions and producing
theoretical answers, the inverse has become characteristic, meanwhile, of more recent
approaches in the domain of cognitive and information sciences. Relevant research
currently being undertaken in different disciplines reveals a growing tendency — in spite
of severe theoretical problems connected with the ontological status of meaning — to
come up with limited solutions which are practical in the sense that they are applicable
to or reconstructable within operational models of some sort.

It is this kind of distinction between “theory” and “model” — after having been
made and practiced in the sciences and in engineering for some time now — that
is to become fertile for some computational approaches in linguistic semantics and
the cognitive sciences. In these disciplines, general theories may still informally be
assumed or heuristically be developed, but only so that certain components of them
may be specified as to be studied in small-scale models. Preferably implemented as
computer programs, these allow for the algorithmic simulation of processes to study
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their properties and results in order to test, evaluate, or modify assumptions being
made by the large-scale theory. In this way it is hoped that informal theories may
gradually be turned into procedural models as envisaged by Karen Sparck-Jones
only recently:

In particular, in bringing the philosophical and computational approaches together in
practice, many mismatches have to be removed since each party tends to be subtle where
the other is simple (for example in relation to parsing, or reference). Somewhat similarly,
within the framework of artificial intelligence, while the connection between linguistic and
world knowledge (as internally represented) is made and effectively exploited, taking on
board the multiplicity of word senses we regognize would impose wholly new strains on
systems primarily focussing on the relation between sentence and message structure and
that of the reference world. [4]

The reason for the somewhat optimistic expectations in this respect is, that semanticists
from whatever discipline will probably agree on the common basis of the three major
problems presented by the study of natural language meaning, namely the fundamental
assumption of meaning to be (or be reconstructable as) some relational structure.

This assumption, however, may differently be addressed:
firstly, as the denotational aspect of how the signs, words, and sentences of a

language are related to the entities (objects and/or processes) they refer to in the
external world, constituting referential meaning as a system of extra-lingual relations;

secondly, what is known as the connotational aspect of how signs, words, and
sentences of a language are related to one another, constituting structural meaning as
a system of sub-systems of intra-lingual relations, and

thirdly, what is referred to as the dynamic aspect of how signs, words, and sen-
tences of a language are related to functions which instantiate varying restrictions on
possible choices of (referential and/or structural) meaning representations, constitut-
ing procedural meaning as a system of procedures that operate on and simultaneously
reorganise the conceptual data of memory and/or knowledge.

To start with the denotational aspect of meaning, referential semantic theory
has developed along the lines of Frege [5], Russell [6], the early Wittgenstein
[7], and Carnap [8]. Their relevance to linguistics, which has only been recognized
during recent years, has resulted in a number of approaches which employ formal logics
as a representational notation for natural language expressions. They are assumed to
have essentially declarative meaning which is analysable in propositional structures that
are either ‘true’ or ‘false’, or have a third value such as ‘indeterminate’. Like truth-
conditions of formal predicates or propositions, those for natural language sentences
are modelled and introduced in terms of classical set theory. Accordingly, the meaning
of a word basically appears to be identifiable with its conpositorial function in the
propositions it may constitute. These, in turn, are interpreted by their denotations
defined either extensionally as a set of points of reference, or intensionally as a set
of satisfied properties in the universe of possible worlds, allowing truth-values to be
assigned to any (declarative) natural language sentence represented in this way.

Truth-value models of this kind tend to exhibit all the formalisms and idealizing
abstractions that the logical rigour of binary formal systems calls for. They do so, how-
ever, at the price of a rather limited coverage of basic and very obvious characteristics
of natural language meaning, like for example, indeterminacy, vagueness, variation,
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con- and co-textual dependency, etc. These phenomena cannot be accounted for ade-
quately by model-theoretic approaches which considered them more or less neglectable
noise factors.

Unlike referential semantics, structural semantic theory has primarily been con-
cerned with word meaning. As such, the phenomena underlying the just mentioned
noise factors had been considered fundamental to the constitution of natural language
meaning. Structuralists have therefore been concerned with the question of how the
lexical meanings of words — other than being reconstructable from propositions re-
lating language terms to extra-lingual entities — might be understood as being intra-
lingually related to one another, constituting a (syntagmatically and/or a paradigmati-
cally) structured system of overlapping sub-systems of ‘lexical fields’ which organize the
world as a universe of potential discourse. According to structural theory, the meaning
of each term depends on the position it occupies in that system. It is argued that —
although the term’s references may be indeterminate, varying with different contexts —
the position of each term relative to the others in these sub-systems will nevertheless be
defined with precision. This idea of ‘structural determinacy’ as opposed to ‘referential
vagueness’ can be traced in the works of linguists like Saussure [9], Hjelmslev [10],
and Weisgerber [11], down to Coseriu [12], Halliday [13] and Lyons [14], and
it has inspired empirical research in non-linguistic disciplines like the ethno-sciences and
cognitive and experimental psychology. Represented either as conceptual cores (pro-
totypes) determined by sets of functional and/or perceptual descriptors (schemata),
or as linguistically labeled concepts (nodes) and relations (links) between them, these
model constructions of both the ‘memory’-type as developed in cognitive psychology
and the ‘network’-type as advanced in artificial intelligence, converge on the processual
character of what meaning, and hence, cognition and comprehension, constitutes.

Unlike referential and structural notions of meaning, procedural semantic the-
ory still is primarily an instrumental approach, not an analytical or descriptive one,
let alone a fully fledged theory. The relational but basical static structures established
by both, the truth-functional analysis of sentences, or the evaluating description of
words, are superseded by an essentially dynamic approach which identifies meaning
with the execution of goal-oriented procedures. These can be formulated to operate on
and use those structures which the other semantic approaches will be able to provide
as knowledge bases. Triggered by language terms, the procedures will not only allow
for the activation of relevant sectors of these system structures but may simultaneously
be used to model learning and forgetting as processes of reorganization and/or mod-
ification of knowledge systems. Complex formal deduction as well as contents-driven
reasoning involved in these processes seem to be reconstructable by means of combi-
nation of only a limited number of apparently fundamental operations. Some of these
have been employed and tested by psychologists in concept processing experiments of
sorting, matching, and attainment tasks, and some have been implemented and used
by information scientists in database and knowledge representation systems as storage,
identification, and retrieval procedures. Combining the features of the descriptor-type
and the network-type models on the basis of works by scholars like Johnson-Laird
[15], Miller [16], and Eleanor Rosch [17] in psychology, and Minsky [18],
Schank [19], and Winograd [20] in artificial intelligence, the procedural paradigm
adopted for computational linguistics will hopefully bring these three disciplines more
closely together to the benefit also of ‘terminology’ and ‘knowledge engineering’.
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1. [seat with
back and legs
or other sup-
port, usually
for one
person]

2. [electric
chair for
executing 
criminals]

3. [metal
block for 
supporting or
securing a
rail]

4. [position
of judge or
presiding
officer,
particularly
in a meeting]

5. [principal
academic post
in a 
university]

6. [positions
in orchestra
with designa-
tions first,
second, third,
etc.]

(benefactive vs.
 nonbenefactive)

(knowledge vs.
 musical skill)

(human use vs.
 nonhuman use)

   (authority over
others vs. expertness)

N

N

NV

(object vs. role)

chair

Fig. 1: Componential tree-representation of word meaning

5 Knowledge Structure

What sort of systems have different disciplines developed to represent and structure
the knowledge they consider essential or relevant in investigating natural language
meaning?

In linguistics, the representation of word-meanings by tables of markers distin-
guishing e.g. human, male, unmarried adults as bachelors from human, female,
married adults as wives is still part of introductory courses. A more sophisticated
version of it employs a tree-structure to represent hierarchical dependencies of lexical
meanings related by common markers and differing distinguishers, as the example from
Nida [21] shows (Fig. 1). Here, groups of lexical meanings of chair are marked (in
round brackets) according to object/role use — on the first level — human/nonhuman
use — on the second — etc. ending up with a final list of distinguishers (in square
brackets) that are considered (non-compound) properties to characterize the identified
meanings sufficiently.

Comparing, however, the left-most branch of this tree and its bottom-line infor-
mation to the puzzle Black’s [22] chair museum (Fig. 2) poses (at least to German
speakers of Markerese), then at least one of the problems of this representational de-
vice becomes obvious: it cannot depict gradual transitions. In early artificial in-
telligence a different type of knowledge representation was developed for question-
answering-systems. A fragment of the most common schema of the semantic network
type according to Winograd [23] is shown in Figure 3.

Here again we have labeled concept nodes linked to one another by pointers repre-
senting labeled relations which form a network instead of a tree structure. This enables
the system to answer questions like: “Is Susy a cat?” correctly by identifying the susy-
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sessel oder stuhl

Fig. 2: The chair museum (section)

FISH

SUSY

ANIMAL

CAT

JIM

PERSON

isa

isa

isa

eat

like

isa like

isa

like

Fig. 3: Semantic net representation

node, its isa-relation pointer and the cat-node. Moreover, the pointer structure allows
for the processing of paths laid through the network, initiated by questions like: “Susy,
cat?” which will prompt the answer “Busy isa cat. Cat eats fish. Cat is an animal.
Fish is an animal.”

Probably one of the most familiar forms of concept representation which experi-
mental psychologists like e.g. Collins/Quillian [24] and Klix [25] have set up
and tested in the course of their developments of memory models is again a tree-like
graph (Fig. 4).

Here we have a hierarchy of labeled concept nodes with predicates and attributes
linked to them which are herited by directly dependent nodes. The hypotheses for-
mulated and tested in experiments predict that testpersons will take more time to
identify and decide given propositions with an increasing number of node- and level-
transitions to be processed in the course of interpretation. Evaluating a sentence like
“A canary can sing” will take less time than to decide whether the sentence “A robin
can breathe” is true or not. Thus, reaction-time serves as an indicator for the proposed
model structure either to be correct or in need of modification.

A schematic representation of concept relatedness as envisaged by cognitive the-
orists who work along more procedural lines of memory models as by Collins and
Loftus [26] is shown in Figure 5.

Their distance-relational conception lends itself readily to the notion of stereo-
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FISH

ROBIN

ANIMAL

BIRD

CANARY

can breathe

has skin

lays eggs

has feathers

can sing

is yellow

Fig. 4: Conceptual hierarchy representation

INDUSTR

BUSINESS

MANAGEMT

ORGANIS

SYSTEM

ADMINIST

COMPUT

SCIENCE

TECHNOL
KNOWLEDG

Fig. 5: Associative net representation
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type representation for concepts that do not have intersubjectively identifiable sharp
boundaries. Instead of binarily decidable category membership, stereotypical concepts
or prototypes are determined by way of their adjacency to other prototypes. Taken as a
memory model, stimulation of a concept will initiate spreading activation to prime the
more adjacent concepts more intensely than those farther away in the network struc-
ture, thus determining a realm of concepts related by their primed semantic affinity.
In the given example, the stimulation of the concept-node management will activate
that of business first, then industry and organisation with about the same inten-
sities, then administration and so on, with the intensities decreasing as a function
of the activated nodes’ distances.

These four schemata of lexical structures in linguistic semantics, memory mod-
els in cognitive psychology, and semantic networks in AI-research have in common
that they use directed graphs as the basic format of their models. As model struc-
tures for semantic representation these are well designed to deal primarily with static
aspects of meaning and knowledge. Thus, in interpreting input symbols/strings, pre-
defined/stored meaning relations and constructions will be identified and their repre-
sentations be retrieved. Possibly distorted or modified instantiations of such relations
or relevant supplementary semantic information, however, can hardly be recognized or
be provided within such systems. As the basic data is not taken from natural language
discourse in communicative environments but is elicited in experimental settings by ei-
ther exploring one’s own or a testperson’s linguistically relevant cognitive or semantic
capacities, usage similarities of different or contextual variations of identical language
items are difficult to be ascertained.

This is rather unsatisfactory from a procedural linguist’s point-of-view because the
structural format for word meaning as well as world knowledge may be based upon
linguistic data produced by real speakers/writers in factual acts of communicative
performance in order to let new meaning representations (or fragments of them) replace
(or improve) older ones, simultaneously changing and updating the knowledge base
concerned and render its static model to become a dynamic one.

6 Word Meaning

Analysing directly, how people use language terms in texts instead of asking them how
they think they use terms and understand them, will ensure that such an approach
can replace (or improve) old meaning representations by newer ones as soon as people
change the way of using terms. A system designed on the basis of such an empirical
approach to meaning representation from the analysis of term usage in texts would be
able to change and update its knowledge structure simultaneously and render its static
model to become a dynamic one.

In a rather sharp departure from more traditional, introspective data acquisition in
semantic and knowledge representation research, we have been engaged in my research
group formerly at the Aachen Technical University to develop some non-parsing, lex-
icon independent strategies for the processing of natural language texts in view of an
automatic assessment of their contents. Based upon statistical means for the empirical
analysis and the formal representation of vague word meanings in natural language
texts, procedures have been devised which allow for the systematic modelling of a frag-
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ment of the lexical structure constituted by the vocabulary employed in the texts as
an essential part of the concomitantly conveyed world knowledge concerned.

In a first step [27], the statistical coefficients applied will map lexical items onto
fuzzy subsets of the vocabulary according to the numerically specified regularities these
items have been used with in the discourse analysed. The resulting system of sets of
fuzzy subsets is a data-structure which may be interpreted topologically as a hyper-
space with a natural metric. Its elements are abstract meaning representations and
the distances between them represent their mutual meaning differences. They form
discernable clouds and clusters which are determined by the mapping function. It is
a composite of any one lexical item’s usage regularity and its differences calculated
against those of all other items occurring in the texts. Thus, the analysing algorithms
take natural language texts as input and produce as output a distance-like datastruc-
ture, called semantic space, of linguistically labelled elements, called meaning points,
whose topologies like position, adjacency, environment, etc. reveal associative proper-
ties of the conceptual prototypes according to which their linguistic labels have been
employed as lexical items in the texts processed.

In a second step [28], some procedures were developed to allow for some contents-
driven reorganisation of the meaning points as represented in the semantic space struc-
ture. This was achieved by separating the present format of a basically static, distance-
relational representation of prototype word meanings from their latent dependency re-
lational organisation which is induced algorithmically in our model. The procedure
used is essentially based on an optimal-spanning-tree-algorithm and it generates a hi-
erarchy of meaning points organised according to their decreasing degree of relevancy
depending on the semantic aspect or point-of-entry to the meaning representation sys-
tem.

To give an idea of what the semantic space data looks like and what its dynamic
reorganisation under certain semantic aspects will produce, here are some examples
of topological environments of meaning points in the semantic hyperspace structure
computed from a corpus of German newspaper texts [29] as centred around arbeit
and industri (Fig. 6.1 and 6.2).

As I cannot comment in any detail on the dynamic re-structuring procedures op-
erating on these environments, let me point to the fact, that in the semantic space we
have a basic knowledge structure whose symmetrical and reflexive, but non-transitive
distance relation is transformed algorithmically into a transitive dependency relation,
allowing for specific sectors or fragments of the semantic space structure to be se-
lected automatically according to the aspect chosen. The resulting hierarchy of mean-
ing points, called the root-node’s “semantic” or “dispositional dependency structure”
(SDS or DDS), as given in Figures 7.1 and 7.2, has been employed not only to calculate
degrees of relevancy of meanings under certain aspects [30], but may also be used as a
base structure for the simulation of contents-driven, semantic reasoning as opposed to
deductive propositional inferencing [31].

7 Definition of Terms

Coming to my final and sixth point of term definition, I certainly will not venture
to present this distinguished assembly of aggregated expertise in Terminology and
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ARBEIT 0.000

ALLGEMEIN 8.332 ANBIET 8.756 AUSGAB 10.392

STADT 10.711 PERSON 11.075 LEHR 11.811

GEBIET 11.831 VERBAND 12.041 UNTERNEHM 12.130

VERKEHR 12.312 HERRSCH 12.362 VERANTWORT 12.543

EINSATZ 13.980 STELLE 14.120 WERB 15.561

ORGANIS 16.146 VERWALT 16.340 MODE 16.842

GESCHAEFT 16.873 UNTERRICHT 18.275 BITT 19.614

... ... ...

Fig. 6.1: Topologic environment of arbeit (labour)

INDUSTRI 0.000

SUCH 2.051 ELEKTRON 2.106 LEIT 2.369

BERUF 2.507 SCHUL 3.229 SCHREIB 3.329

WIRTSCHAFT 3.659 COMPUTER 3.667 FAEHIG 3.959

SYSTEM 4.040 ERFAHR 4.294 KENN 5.286

DIPLOM 5.504 TECHNI 5.882 UNTERRICHT 7.041

ORGANIS 8.355 WUNSCH 8.380 BITT 9.429

STELLE 11.708 UNTERNEHM 14.430 STADT 16.330

GEBEIT 17.389 VERBAND 17.569 PERSON 18.938

AUSGAB 19.302 ANBIET 20.335 ALLGEMEIN 21.685

... ... ...

Fig. 6.2: Topologic environment of industri (industry)

Knowledge Engineering with just another illustration of Lichtenberg’s aphorism
(new view through old holes).

What I would like to say, however, is, that from a linguistic point-of-view, as term
definition appears to be a matter of special purpose languages, or sub-languages, the
terminologists come into the picture when the linguistic semanticists have done their
job properly. Deplorably enough, this is not the case, yet, although work is in progress.
It appears, however, that in both fields, computational linguistics and knowledge rep-
resentation, particular interest has been directed towards the investigation of more
dynamic structures in modelling word meaning and world knowledge [32]. Results
from this new perspective will hopefully soon be available to help defining terms and
engineering knowledge as a way of a rule-governed, kowledge-based, systematic expli-
cation of unambiguous use of language items for special communicative purposes in
present and future environments.
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2.79/.068

SYSTEM
2.07/.144

ERFAHREN
1.29/.170

DIPLOM
1.57/.133

ELEKTRO
2.11/.508

BERUF
2.03/.285

UNTERRICHT
5.60/.142

ORGANISATI
4.51/.088

WUNSCH
4.88/.052

UNTERNEHME
7.28/.032

STADT
5.57/.024

GEBIET
4.05/.019

VERBAND
3.78/.015

ALLGEMEIN
6.78/.011

ARBEIT
8.33/.008

VERANTWORT
6.39/.009

VERKEHR
6.75/.007

EINSATZ
5.09/.006

HERRSCHAFT
8.11/.005

MODE
10.99/.003

STELLE
4.21/.063

PERSON
8.25/.042

AUSGABE
5.87/.031

VERWALTEN
5.62/.005

WIRTSCHAFT
6.43/.004

FOLGE
6.12/.004

AUSLAND
3.79/.004

ANBIETEN
4.47/.034

WERBEN
10.90/.022

SCHULE
2.41/.287

SCHREIBEN
1.94/.184

LEHRE
8.34/.005

GESCHAEFT
8.57/.004

BITTE
4.06/.096

Fig. 7.2: Dispositional dependency structure (DDS) of industri (industry)
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Wiesbaden: Backhaus, 1967.

[10] Hjelmslev, L.: Für eine strukturelle Semantik. In: Hjelmslev, L. (ed.). Aufsätze
zur Sprachwissenschaft. Stuttgart: Klett, 1974.

[11] Weisgerber, L.: Zur innersprachlichen Umgrenzung des Wortfeldes. Wirkendes
Wort (1951/52), no. 2, pp. 138–143.
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