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Abstract
Whereas most cognitive approaches in the study of lan-
guage have been developing hypotheses concerning the
principles of knowing and understanding natural lan-
guages (i.e. competence) without bothering too much
about communicative language usages in realworld sit-
uations (i.e. performance), new semiotic approaches
in cognitive computational linguistics explore the pro-
cedures believed to underlie processes of language learn-
ing and understanding. They do so by simulating these
capabilities as system behaviour under recourse to mod-
eled structures, observable in very large samples of situ-
ated natural language discourse and represented in vec-
tor space formats via numerically specified by quanti-
tative methods of dynamic (re-)construction. It will
be argued that the ecological understanding of informa-
tional systems in Computational Semiotics corresponds
well to the procedural modeling and numerical recon-
struction of processes that simulate the constitution of
meanings and the interpretation of signs (semiosis).The
theories of fuzzy sets [24] and possibility distributions
[23] together with their derivatives in soft computing
[25] appear to be promising in providing suitable for-
mats for computational approaches to natural language
processing without the obligation neither to reject nor
to accept traditional formal and modeltheoretic concepts
or ontologies. Examples from fuzzy linguistic research
[10] [18] will be given to illustrate these points.

1 Cognitive Information Processing
For the majority of researchers in knowledge repre-
sentation and natural language semantics the common
ground and widely accepted frame for their modeling
may be found in the dualism of the rationalistic tradi-
tion of thought as exemplified in its matter-mind notion
of an independent (objective) reality and some (subjec-
tive) conception of it.

1.1 The traditional approach
According to the realistic view, the meaning of any por-
tion of language material (like e.g. discourse, utterance,
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word(token), morph, phone, etc.) is interpreted as be-
ing an instantiation of (or partly derivable from) cer-
tain other entities, called linguistic categories (like e.g.
text, sentence, word(type), morpheme, phoneme, etc.),
with the understanding that these categories structure
natural language material according to their compo-
sitional functions. It is by these functions that lan-
guage material (strings of terms) appear to be com-
posed of linguistic entities (aggregates of categories) to
form structures and it is also by these functions that
the quality of language structures (having meaning) is
conceived as being part of both, the physical reality of
language material and the semantic significance of lin-
guistic signs. Illustrating this twofold membership are
the graph-theoretical formats which have become stan-
dard representations for natural language meanings,
both as relational structure and as referential denota-
tion. Thus, relating arc-and-node configurations with
sign-and-term labels in graphs like trees and nets ap-
pears to be but another aspect of the traditional mind-
matter-duality according to which a realm of meanings
is presupposed very much like the assumption of the
pre-given structures of the real world related by signs.
Accepting this duality has neither allowed to explain
where the structures or where the labels come from
nor how their mutual relatedness as meanings of signs
can be derived. The emergence of the meaning rela-
tion, therefore, never occurred to be in need of some
explanatory modeling because the existence of signs,
objects and meanings were taken for granted and hence
seemed to be out of all scrutiny. Under this presup-
position, fundamental semiotic questions of semantics
simply did not come up, they have hardly been asked
yet, and are still far from being solved.

1.2 Modeling cognition
Extending an earlier attempt [22] to classify approaches
in cognitive science, we may roughly discern four1 types
of approaches in modeling cognition:
¤ the cognitive approaches presuppose the existence

of the external world, structured by given objects
and properties and the existence of representations
of (fragments of) this world internal to the system,
so that the cognitive systems’ (observable) behaviour
of action and reaction may be modelled by processes

1There were only the first three of these four approaches dis-
tinguished by Varela/Thompson/Rosch (1991).
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operating on these structures;
¤ the associative approach is described as a dy-

namic structuring based on the model concept of
self-organization with cognitive systems constantly
adapting to changing environmental conditions by
modifying their internal representation of them.

Whereas both these approaches apparently draw on
the traditional rationalistic paradigm of mind-matter-
duality—static the former, dynamic the latter—in pre-
supposing the external world structure and an internal
representation of it, the third and fourth category do
not:
¤ the enactive approaches may be characterized as be-

ing based upon the notion of strcutural coupling .
Instead of assuming an external world and the sys-
tems’ internal representations of it, some unity of
structural relatedness is considered to be fundamen-
tal of—and the (only) condition for—any abstracted
or acquired duality in notzions of the external and
internal, object and subject, reality and its experi-
ence;

¤ the semiotic approaches focus on the notion of semio-
sis and may be characterized by the process of en-
actment too, supplemented, however, by the rep-
resentational impact. It is considered fundamen-
tal to the distinction of e.g. cognitive processes
from their structural results which—due to the traces
these processes leave behind—may emerge in some
form of knowledge whose different representational
modes comply with the distinction of internal or
tacid knowledge (i.e. memory) on the one hand and
of external or declarative knowledge (i.e. language)
on the other.

According to these types of cognitive modeling, com-
putational semiotics can be characterized as aiming
at the dynamics of of meaning constitution by simu-
lating processes of multi-resolutional representation [5]
within the frame of an ecological information process-
ing paradigm [18].

As we take human beings to be systems whose
knowledge based processing of represented information
makes them cognitive, and whose sign and symbol gen-
eration, manipulation, and understanding capabilities
render them semiotic, we may do so due to our own
daily experience of these systems’ outstanding ability
for representing results of cognitive processes, organize
these representations, and modify them according to
changing conditions and states of system-environment
adaptedness.

2 Computational Semiotics
For the semiotic approach to human cognition (consti-
tuting computational semiotics) such representations
resulting from complex semiotic cognitive information
processing may be found in any natural language dis-
course. In an aggregated form of pragmatically ho-
mogeneous text corpora [7] communicatively performa-
tive natural language discourse provides a cognitively
highly interesting and empirically accessible system

whose extreme structuredness may serve as a guide-
line for the cognitively motivated, empirically based,
and computationally realized research in the semiotics
of language, too.

Following this line, however, will necessitate to pass
on from traditional approaches in competence ori-
ented linguistics analysing introspectively the propo-
sitional contents of singular sentences as conceived by
ideal speakers/writers towards a new understanding of
meaning constitution as a dynamic process based upon
the semiotic cognitive information processing the traces
of which are to be identified and systematically recon-
structed on the basis of empirically well founded obser-
vation and rigorous mathematical description of univer-
sal regularities that structure and constitute different
levels of representations in masses of pragmatically ho-
mogeneous texts produced by real speakers/writers in
actual situations of either performed or intended com-
municative interaction. Only such a performance ori-
ented semiotic approach will give a chance to formally
reconstruct and model procedurally both, the signifi-
cance of entities and the meanings of signs as a function
of a first and second order semiotic embedding relation
of situations (or contexts) and of language games (or
cotexts) which corresponds to the two-level actualisa-
tion of cognitive processes in language understanding
[18].

2.1 Ecological information systems
Life may be understood as the ability to survive by
adapting to changing requirements in the real world.
In terms of the theory of information systems, fac-
ulties like perception, identification, and interpreta-
tion of structures (external or internal to a system)
may be conceived as a form of information process-
ing which (natural or artificial) systems—due to their
own structeredness—are able to perform. Thus, liv-
ing systems receive or derive information from relevant
portions only of their surrounding environments, they
learn from experience, and change their behaviour ac-
cordingly. In contrast to other living systems which
transmit experiencial results of environmental adapta-
tion only biogenetically2 to their descendants, human
information processing systems have additional means
to convey their knowledge to others. In addition to
the vertical transmission of system specific (intraneous)
experience through (biogenetically successive) genera-
tions, mankind has complementally developed horizon-
tal means of mediating specific and foreign (extrane-
ous) experience and knowledge to (biogenetically unre-
lated) fellow systems within their own or any later gen-
eration. This is made possible by a semiotic move that
allows not only to distinguish processes from results of
experience but also to convert the latter to knowledge
facilitating it to be re-used, modified and improved in

2According to standard theory there is no direct genetic cod-
ing of experiencial results but rather indirect transmission of
them by selectional advantages which organisms with certain ge-
netic mutations gain over others without them to survive under
changing environmental conditions.
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learning . Vehicle and medium of this move are repre-
sentations, i.e. complex sign systems which constitute
languages and form structures, called texts which may
be realized in communicative processes, called actuali-
sation.

In terms of the theory of information systems,
texts—whether internal or external to the systems—
function like virtual environments3.

2.2 Modes of Representation
Considering the system-environment relation, virtual-
ity may be characterized by the fact that it dispenses
with the identity of space-time coordinates for system-
environment pairs which normally prevails for this re-
lation when qualified to be indexed real. It appears,
that this dispensation of identity—for short: space-
time-dispensation—is not only conditional for the pos-
sible distinction of (mutually and relatively indepen-
dent) systems from their environments, but establishes
also the notion of representation. Accordingly, imme-
diate or space-time-identical system-environments ex-
isting in their space-time-identity may well be distin-
guished from mediate or space-time-dispensed system-
environments whose particular representational form
(texts) corresponds to their particular status both, as
language material (being signs), and as language struc-
ture (having meaning). This double identity calls for a
particular modus of actualisation (understanding) that
may be characterized as follows:
For systems appropriately adapted and tuned to such
environments actualisation consists essentially in a
twofold embedding to realize
¤ the spaciotemporal identity of pairs of immediate

system-environment coordinates which will let the
system experience the material properties of texts
as signs (i.e. by functions of physical access and
mutually homomorphic appearance). These prop-
erties apply to the percepts of language structures
presented to a system in a particular discourse situ-
ation, and

¤ the representational identity of pairs of mediate
system-environment parameters which will let the
system experience the semantic properties of texts
as meanings (i.e. by functions of emergence, identi-
fication, organisation, representation of structures).
These apply to the comprehension of language struc-
tures recognized by a system to form the described
situation

3Simon’s (1982) remark ”There is a certain arbitrariness in
drawing the boundary between inner and outer environments of
artificial systems. . . . Long-term memory operates like a second
environment, parallel to the environment sensed through eyes
and ears” (pp. 104) is not a case in point here. Primarily con-
cerned with where to place the boundary, he does not seem to
see its placing in need to be justified or derived as a consequence
of some possibly representational processes we call semiotic. As
will become clear in what follows, Simon’s distinction of inner
(memory structure) and outer (world structure) environments is
not concerned with the special quality of language signs whose
twofold environmental embedding (textual structure) cuts ac-
cross that distinction, resolving both in becoming representa-
tional for each other.

Hence, according to the theory of information sys-
tems, functions like interpreting signs and understand-
ing meanings translate to processes which extend the
fragments of reality accesssible to a living (natural and
possibly artificial) information processing system. This
extension applies to both, the immediate and mediate
relations a system may establish according to its own
evolved adaptedness or dispositions (i.e. innate and
acquired structuredness, processing capabilities, repre-
sented knowledge).

2.3 Semiotic enactment
Semiotic systems’ ability to actualize environmental
representations does not merely add to the amount of
experiencial results available, but constitutes also a sig-
nificant change in experiencial modus. This change is
characterized by the fact that only now the processes of
experience may be realized as being different and hence
be separable from the results of experience which in
immediate system-environments appear to be indistin-
guishable. Splitting up experience in experiencial pro-
cesses and experiencial results—the latter being rep-
resentational and in need for procedural actualisation
by the former—is tantamount to the emergence of vir-
tual experiences which have not to be made but can
instead just be tried, very much like hypotheses in an
experimental setting of a testbed. These results—like
in immediate system-environments—may become part
of a system’s adaptive knowledge but may also—other
than in immediate system-environments—be neglected
or tested, accepted or dismissed, repeatedly actualized
and re-used without any risk for the system’s own sur-
vival, stability or adaptedness.

This in a way experimental quality of textual rep-
resentations which increases the potentials of adaptive
information processing beyond the system’s lifespan, is
constrained simultaneously by dynamic structures cor-
responding to knowledge. The built-up, employment,
and modification of these structural constraints4 is con-
trolled by procedures whose processes determine cog-
nition and whose results constitute adaptation. Sys-
tems properly attuned to textual system-environments
have acquired these structural constraints (language
learning) and can perform certain operations efficiently
on them (language understanding). These are prereq-
uisites to recognizing mediate (textual) environments
and to identify their need for and the systems’ own
ability to actualize the mutual (and trifold) related-
ness constituting what Peirce called semiosis5. Sys-
tems capable of and tuned to such knowledge-based
processes of actualisation will in the sequel be referred
to as semiotic cognitive information processing systems
(SCIPS) [17, 19].

4What Simon (1982) calls memory in accordance with his
questioning of the inner-outer-distiction of cognitive systems and
their environments.

5By semiosis I mean [. . . ] an action, or influence, which is, or
involves, a coöperation of three subjects, such as sign, its object,
and its interpretant, this tri-relative influence not being in any
way resolvable into actions between pairs. (Peirce 1906, p.282)

3



Representation, therefore, has to be considered fun-
damental to the distinction of the processes of cogni-
tion from their results which may emerge—due to the
traces these processes leave behind—in some structure
(knowledge). Different representational modes of this
structure not only comply with the distinction of in-
ternal or tacid knowledge (i.e. memory) on the one
hand and of external or declarative knowledge (i.e.
texts) on the other6, but these modes also relate to dif-
ferent types of formats (distributional vs. symbolic),
modeling (connectionist vs. rule-based) and processing
(stochastic vs. deterministic). It is this range of cor-
respondences that Fuzzy Linguistics is based upon and
tries to exploit to come up with a unifying framework
for most of the different approaches followed sofar.
Soft categorising appears to be a prerequisite for fuzzy
linguistic modeling examples of which will illustrate the
notion of dynamic structures emerging from corpora of
natural language discourse.

3 Fuzzy Linguistic Modelling
It is far from certain yet whether—and if so, how—
semiotic models will help to understand how struc-
tures may emerge from orders of some kind and how
these orders evolve from regularities which multitudes
of repeatedly observable entities show. Recent re-
search findings, however, give rise to expect that pro-
cesses which determine regularities and assemble them
to form (intermediate) representations whose proper-
ties resemble (or can even be identified with) those
of observable entities may indeed be responsible for
(if not identical with) the emergence and usage of
sign-functional structures in language understanding
systems, both natural and artificial. As more ab-
stract (theoretical) levels of representation for these
processes —other than their procedural modeling—
are not (yet) to be assumed, and as any (formal)
means of deriving their possible results—other than
by their (operational) enactment—are (still) lacking, it
has to be postulated that these processes—independent
of all other explanatory paradigms—will not only re-
late but produce different representational levels in a
way that is formally controlled or computable, that
can be modeled procedurally or algorithmized,and that
may empirically be tested or implemented [4]. Pro-
cedural models are understood to denote a class of
(re-)presentational or modeled (re-)constructions of en-
tities whose interpretation is not (yet) tied to an un-
derlying theory which would privide the semantics for
the entities (or expressions) that these type of mod-

6Whereas tacid knowledge cannot be represented other than
by the immediate system-environments’ corresponding states,
explicit knowledge is bound to acquire some formal properties
in order to become externally presented and thereby part of me-
diate system-environments. Natural languages obviously pro-
vide these formal properties—as partly identified by research
in linguistic competence (principles knowledge and acquisition
of language)—whose enactment—as investigated in studies on
natural language performance (production and understanding of
texts)—draws cognitively on both bases of (explicit and tacid)
knowledge.

els present. Instantiating their defining procedures as
implemented algorithms will result in processes which
produce some observable structures that can only then
be compared to those of the modeled original.

As as some of these procedural characteristics have
also be claimed by cognitive linguistic approaches and
computational models of language understanding, their
main traits may help to illustrate the different positions
of semiotic modeling in fuzzy linguistics.
3.1 Cognitive linguistic strata
Cognitive theory has long identified the complex of lan-
guage understanding to be a modular system of sub-
systems of information processing. The idea of sym-
bolic representation and the computer metaphor of-
fered a frame for modeling cognitive processes, for-
mally grounded by logical calculi and procedurally on
algorithms operating on representational structures.
Following and partly supplementing strata of semi-
otic description and analysis of signs, different levels
of modular aggregation of external and internal in-
formation have been distinguished in cognitive mod-
els of language understanding. These partly cor-
respond to and partly cut accross the syntactics-
semantics-pragmatics distinction in the semiotic relat-
edness of signs, the utterance-discourse-corpus levels
of performative language processing, and the hierarchy
of morpho-phonological, syntax-sentencial and lexico-
semantic descriptions in traditional models of struc-
tural linguistics.

In one of the rare ventures on discussing of how
cognitive, i.e. knowledge based information processing
mechanisms may be provided with the knowledge bases
they are meant to operate on, and how these knowledge
structures may be related to observable language data,
Bierwisch (1981) sketches a hierarchy of information
processing mechanisms whose representational format
(sets of rewrite rules operating on structured data) al-
lows algorithms be formulated and implementations be
found to guaratee their computability. According to
this schema (Fig. 1) and starting with the morpho-
phonological level, an information processing mecha-
nism M1 is postulated which receives utterances as in-
put and produces some associated structures as output.
In doing so, however, the mechanism’s performance will
be determined not only by the external input strings
but also by some internal knowledge of elements and
rules which allow to agglomerate the structures identi-
fied. The acquisition and representation of this internal
knowledge is hypothesized as resulting from a process
M2 which also includes a multitude of rudimentary, in-
complete, and tentative M1-kind processes. M2 is as-
sumed to be a complex information processing mecha-
nism whose inputs are corpora of utterances together
with some environmental information, and whose out-
puts will be the grammars underying these utterances.
Again, this mechanism’s results will not only and com-
pletely be determined by the external inputs but also
by some internal structures which are believed to con-
trol the human language faculty in a fundamental way
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Schemata of model hierarchy of cognitiv linguistic strata of mechanisms (Bierwisch) as compared to model tiling
of computational semiotic coverage of procedures (Rieger) for the analysis and representation of (abstracted and
observable) language phenomena.

as so-called linguistic universals. These may (or may
not) be assumed to be derivable as results of an in-
formation processing mechanism M3 whose input is as
comprehensive (or unspecified) as the term languages
might allow.

Taking the relation of inclusion for M1 ⊂ M2 to hold
also for M2 ⊂ M3, and considering M1,M2,M3 compu-
tationally specifyable procedures of language analysing
processes instead of mere metaphors for some (more or
less plausible) mechanisms of the human mind, then
it appears reasonable to consider M3 a collection of
all the processes of methodical analysis, representation,
and comparison of structured sets of utterances from
different languages, including the processes in M1 as
a device that explicidly specifies an utterance’s struc-
ture relative to a given grammar, and the processes
in M2 as a system that generates a grammar from a
corpus of utterances relative to the given set of univer-
sals. This modeling view allows for the notions of Uni-
versals ⇒ Grammar ⇒ Structure to be understood as
variables of theoretical constructs hinged on empirical
regularities observed in Languages, Corpus, Utterance
respectively. Whereas the latter are external repre-
sentations,the former are internal to any SCIP-system
and considered external representations only under the
competence linguistic approach to cognitive modeling.
As such they are hypothesized to form a hierarchy of
linguistic–not language—entities which formally spec-
ify a class of other linguistic entities (following the dou-
ble arrows in Fig. 1).

The model theoretical and operational problems in-
herent in this setup concern the (non universal and
highly restrictive) representational format which is as-
sumed to enable the denotation of universals, gram-
mar and structure, and the essentially top-down, non-
recursive propagation of externally presented but in-
ternally processed results of these mechanisms. Thus,
M3 whose performance in identifying universals and
representing them externally depends crucially on the
efficient performance of M2 which is said to employ
these universals as internal procedural constraints in
order to identify syntactic regularities and represent
them externally in a rule based format as grammars.

Grammars, in turn, have to be employed as internal
procedural constraints by M1 if this mechanism’s iden-
tification processes and the external representation of
their findings is meant to be successful.

Distinguishing between these two kinds of structures
either external or internal to the mechanisms M in-
troduced so far, is indicative of the systems theoreti-
cal view proposed in semiotic modeling. It easily al-
lows to translate these mechanisms as sets of proce-
dures which allow to describe and simulate a living
systems’ abilility to process environmental input (ex-
ternal structures) according to procedural constraints
known to the system (internal structures) in order to
produce some results of this processing. However,it ap-
pears not at all conclusively compelling to assume that
these procedural constraints and the processing results
need to be represented in a rule-based format. Accord-
ing to an ecologically motivated systems theoretical
view, systems enacting these processes under bound-
ary conditions as determined by their surrounding en-
vironments, or their internal structuredness, or both,
will have to process certain inputs to produce speci-
fied output structures. But identifying their status of
being at the same time internal and external to the
processing system is tantamount to the methodologi-
cal dilemma which can solely be solved on the grounds
of revising the representational mode and the format-
ting constraints which the model construction has to
be decided on to allow.

Following Chomsky these modes have been re-
stricted to abstract principles of language competence
by processes [2] whose assumed rule-based determinacy
consequently led to formal representations of these
rules giving rise to the above model hierarchy of dis-
crete strata [1]. In trying to relate these strata to ob-
servable performative language data structures in or-
der to mediate observable language regularities with
theoretical constructs supposedly representing princi-
ples underlying these constructs, the methodological
shortcomings of the cognitive linguistic approach are
revealed. It suffers from competence theoretically in-
spired idealisations of regularities and theoretical ab-
stractions (like universals, grammars, sentences) whose
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symbolic notations and formal expressions may be scru-
tinized for their syntactic correctness but lack empir-
ically observable and experimentally testable proce-
dures of language representation which are indepen-
dant from competent speakers’ understanding of that
language.

3.2 Fuzzy linguistic tiling
Other than cognitive linguistic and competence the-

oretical mechanisms, we propose cognitive semiotic and
language performative procedures which redefine the
modularity of language understanding as an overlap-
ping covering of computational processes. The classi-
cal and coarse three-stage description and modeling of
linguistic regularities will be replaced or rather com-
plemented [11] by a multi-stage covering of semiotic
procedures Mn−l to Mn+k (Fig. 2) which allows for
the definition of more adequate soft categories or in-
termediate representations to fit regularities of entities
on any level.Their essentially cognitive character will
not be borrowed from any predefined strata (and their
puportedly related abstract categories) but is to be de-
rived as a result of their performance, i.e. the ability to
transform linearly structured entities (strings) of one
level to multi-dimensional structures of entities (vec-
tors) on another.

This is achieved by analysing the linear or syntag-
matic and selective or paradigmatic constraints which
natural language structure imposes on the formation of
(strings of) linguistic entities on whatever level of en-
tity formation. It has been shown and illustrated else-
where [15], [9] in some detail, that fuzzy linguistic mod-
eling allows to derive the representational means (e.g.
soft categories, continuous gradation, variable granu-
larity, flexible plasticity, dynamic approximation, etc.)
which crisp categories and competence theoretically in-
spired idealisations of performative regularities lack.
The (numerical) specificity and (procedural) definite-
ness of sub-symbolic, distributed formats in entity for-
mation appear to provide for higher phenomenological
compatibility and more cognitive adequacy than tra-
ditional levels of categorial representation whose sym-
bolic mediation and syntactic correctness could only
formally be scrutinized but not empirically or experi-
mentally be tested [11].

4 Procedural (Re-)Construction
The success of computational language analysis and
generation is based upon adequate structural descrip-
tions of input strings and their semantic interpreta-
tions. This was assumed to be made possible by the
correctness of rule based representations of (syntac-
tic and lexical) knowledge of language and of (refer-
ential and situative) world knowledge on which gram-
mar formalisms and deductive inferencial mechanisms
can operate on. Notwithstanding the essentially static
representations of structures in Although this kind of
cognitive modeling of language processing (based on
monotonic logics, symbolic representations, rule-based
operations, serial processing, etc.), has produced con-

siderable advances in formal theory and the consis-
tent development of increasingly more complex sys-
tems, their idea of representing language entities as es-
sentially static categorial type linguistic entities proves
to become increasingly problematic. As the process-
ing of very large language corpora (VLLC)7, has made
clear, traditional linguistic categories do not reduce
but increase model complexity when applied to reg-
ularities and structures which quantitative-numerical
means may easily identify and represent. Trying to
map such sub-rule regularities and sub-symbolic struc-
tures to inadequate categories will generally result in a
large number of borderline cases, variations, and ambi-
guities which then have to be dealt with, but possibly
could be avoided from the very start.

4.1 Exploiting constraints
Structural linguistics has given substantial hints8 on

how language items come about to be employed in
communicative discourse the way they are. They have
identified the fundamental constraints that control the
multi-level combinability and formation of language en-
tities by distinguishing the restrictions on linear ag-
gregation of elements (syntagmatics) from restrictions
on their selective replacement (paradigmatics). This
distinction allows within any sufficiently large set of
strings of natural language discourse to ascertain syn-
tagmatic regularities of element aggregations on level
n whose characteristic patterns form paradigmatic reg-
ularities tantamount to their aggregational status on
level n + 1. As has been illustrated above, the dis-
tinction of representational levels is tantamount to the
categorial constraints applied when identifying regu-
larities. Fully deterministic if-then rules will result in
a rather coarse three-level hierarchy of categorial de-
scription whereas as probabilistic or possibilistic depen-
dency produces a continuous, multi-level covering of
distributional representations. Thus, it can be distin-
guished sharply between cognitive linguistic and semi-
otic procedures whose computations transform struc-
tured input data according to its immanent regulari-
ties to yield new, structural representations emerging
from that computation (as hypothesized by performa-
tive linguistics and realized in procedural models of

7The Trier dpa-Corpus for instance comprises the com-
plete textual materials from the so-called basic news real ser-
vice of 1990–1993 (720.000 documents) which the Deutschen
Presseagentur (dpa), Hamburg, deserves thanks to have the au-
thor provided with for research purposes. After deletion of edit-
ing commands the Trier-dpa-Corpus consists of approx. 180 Mio.
(18 ·107) running words (tokens) for which an automatic tagging
and lemmatising tool is under development. It is this corpus
which provides the performative data of written language use
for the current (and planned) fuzzy-linguistic projects at the our
department.

8In subscribing to a structuralistic view of natural languages,
the distinction of langue–parole and competence–performance in
modern linguistics allowes for different levels of language descrip-
tion and linguistic analysis. Being able to segment strings of
language discourse and to categorize types of linguistic entities,
however, is but making analytical use of structural couplings pre-
sented by natural language discourse to semiotic systems prop-
erly attuned.
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n- |Fn|) |Tn| = |Zn| 100 · Fn

Tn
An = m · |Fn−1|) 100 · Fn

An

grams (fact.occurr.) (theor.possib.) percent (act.possib.) percent

1 31 31 100,000 31 100,000
2 817 961 85,015 961 85,015
3 10.175 29.791 34,154 25.327 40,174
4 54.470 923.521 5,898 315.425 17,268
5 164.045 28.629.151 0,572 1.688.570 9,715
6 357.632 887.503.681 0,040 5.085.395 7,032
7 634.767 27.512.614.111 0,002 11.086.592 5,725

Size of test-corpus : 3.648.326 (signs) 502.587 (words)

Table 1: Graph-(letter-)combinatorics with (theoretically and faktually) possible and actually occurring types of
n-grams in a subset of the Trier dpa-Korpus

computational semiotics). The elements of these new
structures are value distributions or vectors of input
entities that depict properties of their structural relat-
edness, constituting multi-dimensional (metric) space
structures (semiotic spaces). The elements may also
be interpreted as fuzzy sets allowing set theoretical op-
erations be exercised on these representations that do
not require categorial type (crisp) definitions of concept
formations. Computation of letter (morphic) vectors in
word space, derived from n-grams of letters graphemes
[10] [11] as well as of word (semic) vectors in semantic
space [12] [13], derived from wordtype correlations of
their tokens in discourse will serve to illustrate the op-
erational flexibility and fine granularity of vector nota-
tions [9], [16] to identify regularities of semiotic mean-
ing constitution in language performance which tradi-
tional linguistic categories fail to represent.
4.2 The word space
The following notations will be used to outline the com-
putational semiotic approach on the morphic level:

n-grams are n-elementary strings of entities. For n ≥
2 they may be analysed as ordered pais of adja-
cent items (letters, graphs, sign-strings, word-strings,
etc.) which are the basis of

abstractions over such items may procedurally be de-
termined as soft categorial types (corresponding to
characters, graphems, morphems, syllables, words,
etc.). These have been introduced as dispositional
dependency structures (DDS) [14] [8] and formally
declared as

fuzzy (sub-)sets of multi-dimensional sign inventories
Zn with n ≥ 1

X̃n := {(x, µn(x)):x ∈ Zn} ⊆ Zn × [0, 1] (1)

whose elements’ grades of membership are defined by
the membership-function

µn: Zn → [0, 1] (2)

membership-values µn(x) may be computed induc-
tively as the overall tendency of linear chaining of
items in language corpora. For an n-elementary

string x ∈ Zn be Hn(x) the frequency of x occur-
ring in a corpus. Then, for any

bi-gram x = (y, z) ∈ Zn, y ∈ Zn−1, z ∈ Z, the coeffi-
cient

µn(x) =
Hn(x)

Hn−1(y)
. (3)

with Z = {z1, . . . , zm} will yield for each y ∈ Zn−1 a
vector

(µn(y, z1), . . . , µn(y, zm))T ∈ IRm. (4)

The set of all vectors reflect the morphological struc-
ture of the corpus analysed which is the numerically
specified basis for the procedural definition of

soft categories which are defined as a system of fuzzy
sub-sets of observed chaining regularities. They may
be interpreted to represent elastic constraints operat-
ing on the language items’ chaining tendencies which
structure the corresponding corpus.

The presentation of the development of soft categories
as elastic constraints (operating on different levels) can
be simplified by their formal introduction as (n-ary)
fuzzy relations and their corresponding numerical for-
mats of transition matrices (of higher orders).

For written German discourse analysed on type-
setting level with m discernable types of signs (letters)
and maximum lengths n of strings there are quite a
number of theoretically possible (Tab. 1, col. Tn) crisp
n-ary relations Tn = Zn, i.e.

Z = T1 = {x1 : x1 ∈ Z}
T2 = {(x1, x2) : x1, x2 ∈ Z}
T3 = {(x1, x2, x3) : x1, x2, x3 ∈ Z}

...
...

...
Tn−1 = {(x1, . . . , xn−1) : x1, . . . , xn ∈ Z}

Tn = {(x1, . . . , xn) : x1, . . . , xn ∈ Z}.

Out of these, however, only those have to be computed
which are not only actually possible (col. An) but
which have indeed been observed to factually occur,
i.e. Fn ⊆ Fn−1 × Z (Tab 1, col. Fn), i.e.
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Figure 4: Tree representation of procedural soft category Z̃ depicting the hierarchy of graded letter agglomeration
according to decreasing transition tendencies (in 7-grams) of German newspaper texts.

Z =
F1⊆{x1 : x1 ∈ Z}
F2⊆{(x1, x2) : x1 ∈ F1, x2 ∈ Z}
F3⊆{(x1, x2, x3) : (x1, x2) ∈ F2, x3 ∈ Z}
...

...
...

Fn−1⊆{(x1, . . . , xn−1) : (x1, . . . , xn−2) ∈ Fn−2, xn−1 ∈ Z}
Fn⊆{(x1, . . . , xn) : (x1, . . . , xn−1) ∈ Fn−1, xn ∈ Z}.
The fuzzy relational modeling (Eqns. 3 and 2) shows

that even for higher n only bi-grams have to be traced
and computed due the (n− 1)-ary relations computed
on the previous level of representation. It is this princi-
ple of procedural self-similarity of n-ary agglomerative
steps which allows for the trie-like representation [3] of
entities that are labeled (by soft categorial n-relative
letter transitions) and are an outcome of procedural
constraints (over n levels of processing) which produce
a dynamically structured system of fuzzy relations that
depicts the overall transition tendencies of signs. For
the letter Z this structure is given in Fig. 4 illustrating
sub-regularities of morphic word formation. bzw. des
Verst”andnisses dies erzwingt.

4.3 The semantic space
Based upon the language entity word, its different

types, and their frequencies of occurrence in natural
language discourse, the fundamental distinction of ag-
glomerative or syntagmatic and selective or paradig-
matic can also be employed to reconstruct a relational

system structure which will serve as base for a proce-
dural model generating tree-like representations of dy-
namic semantic constraints. As these techniques have
been introduced and elaborated elsewhere [9] [15] [20]
their concise description may suffice here.

The core of the representational formalism can be
characterized as a two-level process of abstractions.
The first (called α-abstraction) on the set of fuzzy
subsets of the vocabulary provides the word-types’ us-
age regularities or corpus points, the second (called
δ-abstraction) on this set of fuzzy subsets of corpus
points provides the corresponding meaning points as a
function of all differences of all usage regularities which
a set of word-types may produce by its word-tokens’
frequencies as observed in pragmatically homogeneous
corpora of natural language texts.

The basically descriptive statistics to specify inten-
sities of co-occurring lexical items in texts is centred
around the correlational measure

α(xi, xj) =
∑T

t=1(hit − eit)(hjt − ejt)(∑T
t=1(hit − eit)2

∑T
t=1(hjt − ejt)2

) 1
2
; (5)

−1 ≤ α(xi, xj) ≤ +1

where eit = Hi

L lt and ejt = Hj

L lt, computed over a
textcorpus K = {kt}; t = 1, . . . , T having an overall
length L =

∑T
t=1 lt; 1 ≤ lt ≤ L measured by the num-
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ber of word-tokens per text, and a vocabulary V =
{xn}; n = 1, . . . , i, j, . . . , N of word-types whose fre-
quencies are denoted by Hi =

∑T
t=1 hit; 0 ≤ hit ≤ Hi.

To specify these correlational value distributions’
differences, a measure of similarity (or rather, dissimi-
larity) is used

δ(yi, yj) =

(
N∑

n=1

(α(xi, xn)− α(xj , xn))2
) 1

2

; (6)

0 ≤ δ(yi, yj) ≤ 2
√

n

The consecutive application of (Eqns. 7) on input
texts and (Eqns. 9) on the output data of (Eqns. 7)
allows to model the meanings of words as a function of
differences of usage regularities (Fig. 6).

Thus, αi,j allows to express pairwise relatedness of
word-types (xi, xj) ∈ V ×V in numerical values ranging
from −1 to +1 by calculating co-occurring word-token
frequencies (Eqn. 5) for pairs of items.
As a fuzzy binary relation, α̃ : V × V → I can be
conditioned on xn ∈ V which yields a crisp mapping

α̃ | xn : V → C; {yn} =: C (7)

where the tupels 〈(xn,1, α̃(n, 1)), . . . , (xn,N , α̃(n,N))〉
represent the numerically specified, syntagmatic usage
regularities that have been observed for each word-type
xi against all other xn ∈ V . α-abstraction over one of
the components in each ordered pair defines

xi(α̃(i, 1), . . . , α̃(i,N)) =: yi ∈ C (8)

Hence, the regularities of usage of any lexical item will
be determined by the tupel of its α-values which for all
word types can be represented as vector space C.

δ̃ |yn ◦ α̃ |xn

α̃ |xi δ̃ |yj

V
Â

Á À
Oα̃

S
¿

Á À

9

ζ

C

#Ã

´µz δ̃

-
�
�
�
�
�
��� @

@
@
@
@
@@R

Figure 6: Fuzzy mapping relations α̃ and δ̃ between the
structured sets of vocabulary items xn ∈ V , of corpus
points yn ∈ C, and of meaning points zn ∈ S.

Considering C as representational structure of ab-
stract entities constituted by syntagmatic regularities
of word-token occurrences in pragmatically homoge-
neous discourse, then the similarities and/or dissimilar-
ities of these entities will capture their corresponding
word-types’ paradigmatic regularities calculated by δ
Eqn. 6 serving as second mapping function, As a fuzzy

binary relation, δ̃ : C × C → I can be conditioned on
yn ∈ C which again yields a crisp mapping

δ̃ | yn : C → S; {zn} =: S (9)

where the tupels 〈(yn,1, δ̃(n, 1)), . . . , (yn,N δ̃(n,N))〉
represents the numerically specified paradigmatic
structure that has been derived for each abstract syn-
tagmatic usage regularity yj against all other yn ∈ C.
The distance values can therefore be abstracted anal-
ogous to Eqn. 8, this time, however, over the other of
the components in each ordered pair, thus defining an
element zj ∈ S called meaning point by

yj(δ̃(j, 1), . . . , δ̃(j, N)) =: zj ∈ S (10)

Identifying zn ∈ S with the numerically specified el-
ements of potential paradigms, the set of possible com-
binations S × S may structurally be constrained and
evaluated without (direct or indirect) recourse to any
pre-existent external world. Introducing a Euclidian
metric

ζ : S × S → I (11)

the hyperstructure 〈S, ζ〉 or semantic space (SS) is de-
clared constituting the system of meaning points as an
empirically founded and functionally derived represen-
tation of a lexically labelled knowledge structure.

Weighted numerically as a function of an ele-
ment’s distance values and its associated node’s level
and position in the tree, Cr(zi) either is an expres-
sion of the head-node’s zi meaning-dependencies on
the daughter-nodes zn or, inversely, expresses their
meaning-criterialities adding up to an aspect’s inter-
pretation determined by that head [15]. To illustrate
the feasibility of the ∆-operation’s generative proce-
dure, the substructure of relevant constraints (related
meaning points) DDS(zi) ⊆ 〈S, ζ〉 anchored with the
lexical item xi, i = COMPUTER is shown in Fig. 4.3.

5 Conclusion
It has been outlined here that the morphic sign or

the semantic meaning functions’ ranges may be com-
puted and simulated as a result of exactly those (semi-
otic) procedures by way of which (representational)
structures emerge and their (interpreting) actualisation
is produced from observing and analyzing the domain’s
possibilistically determined constraints as imposed on
the linear ordering (syntagmatics) and the selective
combination (paradigmatics) of natural language enti-
ties (morph-types, word-types) in communicative lan-
guage performance. For fuzzy linguistic morhology and
lexical semantics this is tantamount to (re-)present an
entity’s semiotic potential (function, meaning] by a
fuzzy distributional pattern of the modelled system’s
state rather than a single symbol. The representational
system’s dynamic structure modeled by the procedures
outlined is to represent a semiotic cognitive information
processing system’s interpretation of its environment.
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COMPUTE
0.00/1.00

ERFAHR
1.29/.569

DIPLOM
1.57/.341

LEIT
1.53/.546

SUCH
1.78/.345

INDUSTRI
2.05/.222

ELEKTRO
2.11/.150

BERUF
2.03/.105

UNTERR
5.60/.060

BITTE
4.06/.042
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1.94/.081

FAEHIG
1.72/.531

SYSTEM
2.07/.510
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STELLE
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UNTERN
7.28/.019
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8.25/.022

KENN
2.54/.269

TECHNIK
2.79/.160
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ALLGEM
8.78/.008

ARBEIT
8.33/.006

VERANTW
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Figure 5: DDS-tree representation of meaning of COMPUTER as assembled for relevant meaning points’ distances
(first value) and criterialities (second value) on the basis of the semantic space 〈S, ζ〉 intermediate as computed
from a subcorpus of German newspaper texts (Die Welt, 1964 Berlin Edition).
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In: R. Köhler, B. Rieger (Eds): Contributions
to Quantitative Linguistics. Proceedings of the 1st
Quantitative Linguistics Conference – QUALICO-
91, pp. 67–78. (Kluwer Academic) Publishers,
Dordrecht, 1993.

[21] H. A. Simon: The Sciences of the Artificial. (MIT
Press), Cambridge, MA, 1982.

[22] F. Varela / E. Thompson / E. Rosch: The Em-
bodies Mind. Cognitive Science and Human Expe-
rience. (MIT Press), Cambridge, MA, 1991.

[23] L. Zadeh (Ed): Fuzzy Sets and their Application
to Cognitive and Decision Processes. (Academic
Press), New York/ San Francisco, 1975.

11



[24] L. A. Zadeh: Fuzzy Sets. Information and Con-
trol, 17(8):338–353, 1965.

[25] L. A. Zadeh: Fuzzy Logic, Neural Networks, and
Soft Computing. Comm. of the ACM, 37(3):77–84,
1994.

12


