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ABSTRACT

Argument search engines identify, extract, and rank the most im-
portant arguments for and against a given controversial topic. A
number of such systems have recently been developed, usually
focusing on classic information retrieval ranking methods that are
based on frequency information. An important aspect that has been
ignored so far by search engines is the quality of arguments. We
present a quality-aware ranking framework for arguments already
extracted from texts and represented as argument graphs, consider-
ing multiple established quality measures. An extensive evaluation
with a standard benchmark collection demonstrates that taking
quality into account significantly helps to improve retrieval quality
for argument search. We also publish a dataset in which arguments
with respect to topics were tediously annotated by humans with
three widely accepted argument quality dimensions.

CCS CONCEPTS

• Information systems → Information retrieval; Information
retrieval query processing; Retrieval models and ranking; Relevance
assessment.

KEYWORDS

argument retrieval, argument ranking, argument quality dimen-
sions, probabilistic framework

ACM Reference Format:

Lorik Dumani and Ralf Schenkel. 2020. Quality-Aware Ranking of Argu-
ments. In Proceedings of the 29th ACM International Conference on Informa-
tion and Knowledge Management (CIKM ’20), October 19–23, 2020, Virtual
Event, Ireland. ACM, New York, NY, USA, 10 pages. https://doi.org/10.1145/
3340531.3411960

1 INTRODUCTION

Argumentation exists in many different variants and has always
been used by people, for example, to convince others of certain
views and maybe to persuade them to undertake certain actions.
Alternatively, one can just use other people’s arguments to form
an opinion on an issue or topic.

A widely used definition for an argument describes it as a claim
supported or attacked by at least one premise with an inference [35],
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which also already induces a simple graph structure. The claim is
central and usually a controversial point of view, which should not
be accepted by the reader immediately. This acceptance is typically
increased or decreased only with the help of more information (by
premises) [34]. Sometimes the terms premise and argument are
used synonymously, which is because some define an argument as
a premise along with the inference to the claim. An example for
a claim could be “measles vaccinations must be executed”, and an
example for an supporting premise for this claim could be “measles
vaccinations reduce death rates”. Two premises have the same stance
towards a claim if they both support or attack the claim.

Due to its size, practically all arguments on all topics can be
found on the Web. However, existing search engines usually only
retrieve documents containing them but cannot identify and rank
the premises for a given claim. In contrast, dedicated argumenta-
tion search engines, which are heavily investigated, are expected
to extract premises from documents, remove (near) duplicates and
return the most important pro and con premises. Within the argu-
mentation community, there are at least two large subcommunities:
one deals with argument mining, i.e., the extraction of arguments
from natural language texts and their transformation into graph
structures [26]. A good overview of argument mining is provided by
Cabrio and Villata [6]. The other subcommunity works with already
existing graph structures and aims to provide the best supporting
and attacking premises for a user query, applying methods from
information retrieval. Wachsmuth et al. [36] and Stab et al. [33]
already proposed prototypes of such argumentation search engines.

However, ranking premises is a particularly challenging task. It
is not sufficient to consider only the text-based similarity of the
premise to the query claim, as we have shown in our prior work [11];
instead, the similarity of the premise’s original claim to the query
claim plays an important role. In this paper, we now argue that the
quality of the premise should also be taken into account. We will
illustrate this idea using the convincingness of a premise, one of the
quality dimensions often discussed for premises in the literature [14,
15, 37]. Consider again the claim “measles vaccinations must be
executed” mentioned before. A logically conclusive premise such as
“a measles vaccination is important because of its high seroconversion
rate” to this claim may not be convincing to a non-expert user
because the medical term “seroconversion rate” might not be well
understood.1 At the same time, a logically less conclusive premise
such as “the lives of the children are in extreme danger if they are not
vaccinated” can be more convincing to the same user. In addition
to convincingness, the literature has introduced various argument
quality dimensions; a good overview is provided by Wachsmuth et
al. [37], we provide a brief summary in Section 2.

1Seroconversion describes the development of specific antibodies during an infection
or a vaccination.
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To the best of our knowledge, our prior work [10] introduced the
first probabilistic framework for retrieving premises from already
mined argument graphs, given a query claim. This framework op-
erates on clusters of claims and clusters of premises where clusters
are formed based on similarity. It then ranks premises similar to the
principle of tf-idf, i.e., a premise is ranked high if similar premises
frequently support (or attack) similar claims, and similar premises
support as few other claim clusters as possible. Although it outper-
forms current methods of existing argument search engines which
use the similarity of query and premise for ranking, a weakness
in this approach is that it works exclusively with frequencies and
does not take argument quality into account that can have varying
effects on different people.

In this paper we extend this probabilistic ranking framework to
take argument quality into account when ranking premises. We
show how to include different argument quality dimensions and
evaluate their effect on retrieval performance. As baseline we use
the framework of our previous work which works exclusively with
frequencies. We use the corpus proposed by Ajjour et al. [1]. It
consists of 387,606 arguments crawled from four different debate
portals and is the underlying corpus of the argument search engine
Args by Wachsmuth et al. [36]. We use 50 queries, covering many
topics provided by the CLEF lab Touché [4]. The best ten results
per query for the baseline and our approach are pooled, annotated
with respect to three state-of-the-art argument quality dimensions
by two annotators, and evaluated with nDCG [17]. Our results
show that the baseline is significantly outperformed. To foster the
research for ranking arguments, we publish this carefully labeled
dataset together with our classifiers that decide for two premises
which of the two is more favorable with respect to a certain quality
dimension.2 We also provide the API for the computations.

Next, we discuss related work in Section 2. Thenwe introduce the
foundations of the probabilistic framework of our prior work [10] in
Section 3 and extend it to include argument quality in Section 4. Af-
terwards, we evaluate our approach in Section 5.Section 6 concludes
the paper and discusses ideas for future work.

2 RELATEDWORK

Since our work addresses the retrieval and ranking of arguments,
we will describe existing argument search engines here, and in
particular address their ranking procedures. We also discuss the
argument quality dimensions.

Probabilistic Framework for Argument Retrieval. In this paper we
extend the probabilistic framework of our prior work [10], which
clusters claims and premises according to their meaning and then
ranks premises similar to the principle of tf-idf to a query. A
premise is ranked high if similar premises frequently support (or
attack) similar claims, and similar premises support as few other
claim clusters as possible. We describe this framework in detail in
Section 3. We evaluated this approach on a private dataset, which
is similar to Args [1] and consists of arguments from debate por-
tals, and compare it to a baseline system proposed by Wachsmuth
et al. [36] which ranks premises according to the BM25F scoring
model [28]. For this we picked 30 claims on the topic energy from
2The data is available via the following link: https://basilika.uni-trier.de/nextcloud/s/
XQ6pJbKPfKnDkU7/

this corpus and use them as queries. We then evaluated the selection
of a representative of the clusters (the longest premise in a cluster is
chosen as representative) as well as clustering and significantly out-
perform the baseline in terms of a simplified variant of 𝛼-nDCG [7].
One reason for the better performance is that this approach con-
siders clusters of premises with the same meaning and only the
representatives from these are shown. Thus the information gain is
higher than with repetitive premises. However, this approach has
the weakness that it only works with frequencies of premises and
claims. We will extend this framework to include argument quality
and compare our extended approach to the original one.

Argument Search Engines. A number of existing argument search
engines provide pro and con arguments for user queries.Wachsmuth
et al. [36] presentArgs, Stab et al. [33] present argumenText.Args
works with arguments crawled from five debate portals3 indexed
by the Java framework Apache Lucene4. For the ranking they use
the BM25F scoring model [28], which indexes the premises together
with their associated claims, giving the claims more importance.
argumenText first finds relevant documents and then identifies
relevant premises in these documents. Here Elasticsearch5 is
used together with the scoring model Okapi BM25 [27]. Our work
is comparable to these systems in the sense that our extended frame-
work operates on a given large body of arguments. In fact, we use
the Args corpus [1].

Argument Quality. Wachsmuth et al. [37] provide a survey of
work on argument quality. Additionally, they introduce a taxonomy
consisting of 15 argument quality dimensions based on the work
of Blair [3]. Here one wants to evaluate an argument according
to its specific argument quality dimension, e.g., whether it is log-
ically conclusive or simply convincing because of the emotions
it provokes. Besides the overall argumentation quality there are
three main quality dimensions (1) logical quality in terms of the
cogency or strength of an argument, (2) rhetorical quality in terms
of the persuasive effect of an argument or argumentation (called
effectiveness), and (3) dialectical quality in terms of the reasonable-
ness of argumentation for resolving issues. These dimensions can
be further subdivided to give a total of 15 widely accepted quality
sub-dimensions. We will focus on the three main dimensions in the
evaluation and train classifiers for them.

Wachsmuth et al. [37] also provide a corpus for argument quality.
Three experts have annotated the 15 different dimensions on a scale
from 1 (low) to 3 (high) for 32 (issue,stance) pairs of 10 premises
each. An example for an issue is “is the school uniform a good or bad
idea” and the stances for this issue are “good” or “bad”. Habernal
and Gurevych [15] take a different approach. They rank arguments
only by their convincingness compared to other arguments. There
is no score and no specific dimension. In their work, they have
about 16k pairs of arguments assessed by five crowdworkers each,
which argument is better and used the dataset to train a feature-rich
SVM and Bi-LSTM. Among others, they included uni- and bi-gram
presence, ratio of adjective and adverb endings and many more as
features. They report an accuracy between .76-.78.

3The crawled debate portals are idebate.org, debatepedia.org, debatewise.org, debate.
org, and forandagainst.com.
4https://lucene.apache.org/
5https://www.elastic.co/
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While the approach of Wachsmuth et al. [37] has the advan-
tage of quality dimensional diversity, so that arguments can be
ranked according to specific dimensions, because different dimen-
sions have different effects on people, the approach of Habernal and
Gurevych [15] has the advantage that a ranking can easily be ex-
tended when a new argument arrives, because a new argument can
always have a better rating than the current best one which might
already have the highest possible score. We extend the framework
of our prior work [10] by quality dimensions, but we do not want
to assign final scores. Therefore we use the dataset of Wachsmuth
et al. [37], but do not learn any scores, but transform the dataset
to (premise1, premise2) pairs and then learn which argument is
better with regard to a specific dimension similar to the approach
of Habernal and Gurevych [15]. This provides the added benefit of
learning with more data.

3 A PROBABILISTIC FRAMEWORK FOR

ARGUMENT RETRIEVAL

In this section we summarize the main components of the prob-
abilistic ranking framework of our prior work [10] on which our
method builds. This framework finds good premises for a query
from a large corpus of already mined arguments using a two-step
retrieval approach. Given a controversial query claim, the system
first finds similar result claims in this corpus, following the intuition
that the more similar a claim is to the query, the more relevant are
the claim’s premises to the query [11]. It then clusters and ranks
all the associated result premises in the second step.

3.1 Probabilistic Framework

Given a large corpus of claims C = {𝑐1, 𝑐2, . . .} and premises P =

{𝑝1, 𝑝2, . . .}, a set of disjoint claim clusters Γ = {𝛾1, 𝛾2, . . .} is con-
structed, where each claim cluster 𝛾𝑘 consists of claims with the
same meaning. Similarly, a set of disjoint premise clusters Π =

{𝜋1, 𝜋2, . . .} is constructed, each cluster 𝜋 𝑗 consisting of premises
with the same meaning.

Let 𝑞 be the query claim. The goal is to find the best clusters of
supporting premises 𝜋+ and the best clusters of attacking premises
𝜋− for 𝑞. Since premises in a cluster have the same meaning, it is
sufficient to pick only one representative per cluster. For simplicity,
we will restrict the discussion to clusters of supporting premises;
the definitions for clusters of attacking premises are analogous.

For ranking the premise clusters, one estimates the relevance
probability 𝑃 (𝜋+ |𝑞) for all clusters 𝜋+ ∈ Π of supporting premises.
To formalize this, we first consider single premises before we deal
with clusters of premises.

Let 𝑃 (𝑐 |𝑞) denote the probability that claim 𝑐 is relevant to query
𝑞. Furthermore, let 𝑃 (𝑝+ |𝑐, 𝑞) denote the probability that a user
selects premise 𝑝 from 𝑐 among all its supporting premises. The
probability 𝑃 (𝑝+ |𝑞) that the user chooses the supporting premise
𝑝 for the query claim 𝑞 is now computed by summing 𝑃 (𝑐 |𝑞) ·
𝑃 (𝑝+ |𝑐, 𝑞) over all claims in the corpus:

𝑃 (𝑝+ |𝑞) =
∑
𝑐∈C

𝑃 (𝑐 |𝑞) · 𝑃 (𝑝+ |𝑐, 𝑞) (1)

where
∑
𝑐∈C 𝑃 (𝑐 |𝑞) = 1. Since 𝑃 (𝑝+ |𝑐, 𝑞) = 0 if 𝑝 is not a premise

of 𝑐 we make the simplifying assumption that 𝑃 (𝑝+ |𝑐, 𝑞) = 𝑃 (𝑝+ |𝑐).

So the resulting formula is:

𝑃 (𝑝+ |𝑞) =
∑

𝑐∈C:𝑝+→𝑐

𝑃 (𝑐 |𝑞) · 𝑃 (𝑝+ |𝑐) (2)

The relevance probability 𝑃 (𝜋+
𝑗
|𝑞) for a cluster 𝜋+

𝑗
of support-

ing premises is finally calculated as the sum of all 𝑃 (𝑝+ |𝑞) for all
premises 𝑝+ ∈ 𝜋+

𝑗
:

𝑃 (𝜋+𝑗 |𝑞) =
∑

𝑝+∈𝜋+
𝑗

𝑃 (𝑝+ |𝑞) (3)

3.2 Estimators for the Probabilities

Our previous work [10] provides estimators for the probabilities in-
troduced above. 𝑃 (𝑐 |𝑞) is estimated based on standard text retrieval
methods; in this case Divergence from Randomness (DFR) [2],
which yields the best results for claim retrieval.

Regarding the premises, the work proposes an approach similar
to tf-idf [30] where premises are ranked high that frequently
support or attack claims in one claim cluster but rarely claims in
other claim clusters. The probability 𝑃 (𝑝+ |𝑐) is thus estimated based
on the product of two frequency statistics: the premise frequency
pf(𝑝+, 𝑐), i.e., the frequency of using premises similar to 𝑝 to support
claims in 𝑐’s cluster, and the inverse claim frequency icf(𝑝+), which
describes the inverse number of claim clusters for which 𝑝 is used
as support. Let 𝛾 : C → Γ be a function that assigns to a claim
𝑐𝑖 ∈ C its corresponding claim cluster 𝛾𝑘 and likewise 𝜋 : P → Π a
function that assigns to a premise 𝑝𝑖 ∈ P its corresponding premise
cluster 𝜋 𝑗 . Then, the two components are formalized as follows:

i) pf(𝑝+, 𝑐) = |{𝑝 ′+ → 𝑐 ′ : 𝑝 ′ ∈ 𝜋 (𝑝+), 𝑐 ′ ∈ 𝛾 (𝑐)}|

ii) icf(𝑝+) = log
(

|Γ |
| {𝛾 ∈Γ: ∃𝑝′+∈𝜋 (𝑝+),∃𝑐′∈𝛾 such that 𝑝′+→𝑐′ } |

)
Using this, 𝑃 (𝑝+ |𝑐) can be estimated with

𝑃pfIcf (𝑝+ |𝑐) =
pf(𝑝+, 𝑐) · icf(𝑝+)

𝑍
(4)

where 𝑍 is a normalization constant, since the outcome is not
necessarily in the interval [0, 1].

4 QUALITY-AWARE ARGUMENT RETRIEVAL

An obvious drawback of the probabilistic framework of our previous
work [10] is that it works exclusively with frequencies, but does
not take argument quality into account. The different dimensions
of argument quality could have different effects on people, such
as logic traceability, which may be contrary to emotive effects.
Although frequency could also be considered as a quality dimension,
we reserve this term to describe only those quality dimensions
that can have varying effects on different users. In this section we
will extend the framework to incorporate argument quality into
the ranking. After adding argument quality to the framework, we
discuss potential estimators for it.

4.1 Quality-Aware Probabilistic Framework

Let D = {𝑑1, 𝑑2, . . .} be the set of all argument quality dimensions,
for example those introduced by Wachsmuth et al. [37]. In a practi-
cal ranking task with a real user, not all of these quality dimensions
may be of equal importance, and some may not be important at



all. We thus consider the subset Δ ⊆ D of quality dimensions of
interest to the user that should be considered for ranking.

Our quality-aware ranking framework now extends the proba-
bilistic ranking framework as follows: instead of considering the
probability 𝑃 (𝑝+ |𝑐) that a user selects premise 𝑝 from claim 𝑐 among
all its supporting premises (see Section 3.1), we make explicit that
the user has certain quality dimensions in mind. This leads to the
conditional probability 𝑃 (𝑝+ |𝑐,Δ), i.e., the probability that the user
picks premise 𝑝+ from 𝑐 among all its supporting premises, pre-
ferring premises that are of high quality in all argument quality
dimensions 𝑑 ∈ Δ that are of interest to the user. Note that in reality,
users will usually not make an explicit choice of their preferred
quality dimensions, so identifying the subset of quality dimensions
to use here is part of the problem. We can now extend Equation 2
and obtain the quality-aware premise probability:

𝑃 (𝑝+ |𝑞,Δ) =
∑

𝑐∈C:𝑝→𝑐

𝑃 (𝑐 |𝑞) · 𝑃 (𝑝+ |𝑐,Δ) (5)

Note that it is not necessary to include argument quality in the first
component of this equation, 𝑃 (𝑐 |𝑞), since a claim is not argumenta-
tive on its own [14].

The probability 𝑃 (𝜋+
𝑗
|𝑞) for a user to pick a premise cluster 𝜋+

𝑗

(Equation 3) naturally expands to its quality-aware variant:

𝑃 (𝜋+𝑗 |𝑞,Δ) =
∑

𝑝+∈𝜋+
𝑗

𝑃 (𝑝+ |𝑞,Δ) (6)

4.2 Estimators for the Quality-Aware Premise

Probability

A core building block for estimating the quality-aware premise
probability is estimating the quality of the premise with respect
to a quality dimension. In the literature, two approaches for this
estimation have been published: (1) directly estimating the quality
score of a premise, for example proposed by Wachsmuth et al. [37]
or Gleize et al. [14], and (2) estimating the relative order of two
premises with respect to a claim, i.e., which of two premises is
‘better’, for example proposed by Habernal and Gurevych [15].

As already stated in Section 2, the latter method not only allows
us to use more training data, it also has the advantage that a ranking
can be easily extended for unseen arguments, as a new argument
can always have a better rating than the current best one which
might already have the highest possible score. Thus, we use this ap-
proach and train a classifier for each quality dimension 𝑑 that, given
two premises 𝑝1 and 𝑝2 and a claim 𝑐 , predicts if 𝑝1 is better than 𝑝2
with respect to 𝑐 and 𝑑 , or short 𝑝1 >𝑐

𝑑
𝑝2. We now derive a ranking

of all premises of a claim 𝑐 with the same stance, with respect to
a single quality dimension 𝑑 , by counting, for each premise, how
often it was estimated to be better than other premises. We denote
this count as the dimension convincing frequency dcf(𝑝+, 𝑐, 𝑑) which
is defined as follows:

dcf(𝑝, 𝑐, 𝑑) = |{𝑝 >𝑐
𝑑
𝑝 ′ : 𝑝 ′ → 𝑐 ∧ 𝑝 ↑↑𝑝 ′}| (7)

Here, 𝑝 ↑↑ 𝑝 ′ denotes that 𝑝 and 𝑝 ′ are premises with the same
stance towards 𝑐 . Note that we omit 𝑐 for notational simplicity
since it is clear from the context. Ordering the premises of 𝑐 by
descending dcf(𝑝, 𝑐, 𝑑) now yields a ranking of premises for claim 𝑐

in descending estimated quality for dimension 𝑑 . This allows us to

directly estimate the quality-aware premise probability 𝑃dcf (𝑝+ |𝑐, 𝑑)
for a single dimension 𝑑 as

𝑃dcf (𝑝+ |𝑐, 𝑑) =
1 + dcf(𝑝+, 𝑐, 𝑑)

𝑍
(8)

where 𝑍 =
∑
𝑝+→𝑐 (1 + 𝑑𝑐 𝑓 (𝑝+, 𝑐, 𝑑)) is a normalization constant.

Note that we use Laplace Smoothing [22] to avoid probabilities
with value 0.

To extend this towards multiple dimensions, we can simply mul-
tiply the per-dimension probabilities, which leads to the following
equation:

𝑃dcf (𝑝+ |𝑐,Δ) =
∏
𝑑∈Δ

𝑃dcf (𝑝+ |𝑐, 𝑑) (9)

We could now directly use 𝑃dcf for the premise probability in
Equation 5. However, the original idea of using premise frequencies
has also performed reasonably well in the experiments of our prior
work [10], so it may be worthwhile considering combinations of
the two. We therefore will evaluate the following actual premise
probabilities in our experimental evaluation:

a) the plain quality-aware premise probability 𝑃dcf (𝑝+ |𝑐,Δ)
(plain family)

b) the product of the quality-aware premise probability and the
frequency-based premise probability (product family), i.e.,
𝑃pfIcf·dcf (𝑝+ |𝑐,Δ) = 𝑃pfIcf (𝑝+ |𝑐) · 𝑃dcf (𝑝+ |𝑐,Δ)

c) the average of the quality-aware premise probability and the
frequency-based premise probability (average family), i.e.,

𝑃avg (𝑝+ |𝑐,Δ) =
𝑃pfIcf (𝑝+ |𝑐) + 𝑃dcf (𝑝+ |𝑐,Δ)

2

5 IMPLEMENTATION AND EVALUATION

In this section we describe the concrete implementation of our
proposed quality-aware ranking framework and present results of
an experimental evaluation. For this purpose we used the dataset
from Ajjour et al. [1], which is also used in Args [36], and set up
our argument retrieval system. We evaluate the result quality with
50 queries provided by the CLEF lab Touché [4]. To estimate the
quality of an argument with respect to the different dimensions we
trained classifiers on a different dataset by Wachsmuth et al. [37]
that provides data labeled according to several quality dimensions.
Figure 1 visualizes the two-step retrieval system.

5.1 Classifier for Predicting Argument Quality

First, we address the development of a classifier for ranking ar-
guments regarding specific quality dimensions. For this purpose,
we consider the dataset Dagstuhl-15512 ArgQuality Corpus by
Wachsmuth et al. [37] that provides arguments labeled according
to several argument quality dimensions. For 32 (issue,stance) pairs
with ten premises each, three experts have annotated the quality of
15 different dimensions on a scale from 1 (low) to 3 (high). An exam-
ple for an issue is “is the school uniform a good or bad idea” and the
stances for this issue are “good” or “bad”. In the following, we will
use the term query for (issue,stance) pairs synonymously. For these
320 arguments, we focus on the three main dimensions cogency,
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Figure 1: Visualization of the scheme for the two-step retrieval.

reasonableness, and effectiveness (see Section 2) in the evaluation
and train classifiers for them.

However, since 320 arguments are most likely not sufficient
for learning, we derive from this dataset another one with larger
volumes. We follow the approach of Habernal and Gurevych [15]
and do not consider the final ratings of the annotators, but derive
for each of the 32 (issue,stance) queries new pairs in the form
of (premise1,premise2), considering all combinations of premises
of that query. For each of the three dimensions, we generate a
new dataset where each pair is automatically labeled with “1” or
“2” based on the original assessments. Here, the label “1” means
that premise1 is better with respect to a specific dimension and
analogously “2” if premise2 is better. We infer this label from the
mean values of the three annotators’ ratings per dimension and
premise. Pairs with equal scores were removed from the datasets.

This resulted in 2,046 pairs for cogency, 2,074 for reasonableness,
and 1,970 for effectiveness, that were used to train a classifier for
each dimension that predicts, given two premises and a query,
which premise is better for this query with respect to this dimension.
Before training, all entries in the dataset were shuffled to avoid
learning the structure. These classifiers can then be used to compute
dcf(𝑝, 𝑐, 𝑑) as described in Section 4.2.

To represent both the premises and the query, their embeddings
were first calculated. We used Sentence-BERT (SBERT) [25], which
works on a siamese and triple network, since it claims to produce
better embeddings than BERT [9]; it represents an input string with
a vector of size 1,024. We used the model “roberta-large-nli-
stsb-mean-tokens” because it provides the best performance for
the semantic textual similarity task (STS-task).6 Given the three
embeddings (of the two premises and the query where the latter
consists of the concatenated strings of the corresponding issue and
stance), we then calculate the sum, the difference, and the product
of each dimension of the premises for the query pointwise before
concatenating the two vectors to obtain a new vector of length 6,144,
which is the input to the classifier. Since we have 32 (issue,stance)
pairs, we evaluated the process with leave-one-out cross-validation,
i.e., we trained with 31 (issue,stance) pairs and their premises and

6https://github.com/UKPLab/sentence-transformers

tested with the remaining (issue,stance) pair and its premises. We
measured the performance of seven standard classifiers. Those are
Logistic Regression [23], Random Forest [20],Naive Bayes, Sup-
port Vector Machine [8], Gradient Boosting [5], K Nearest
Neighbours [12], and Stochastic Gradient Descent [13] with
standard parameters, that are all provided by Scikit-Learn [24].

Table 1 shows the results of the classifiers for each dimension.
All classifiers yielded comparatively high accuracy values, most
likely they received a boost because we generated all possible com-
binations and thus also included symmetrical pairs. Note that there
is a trade-off which classifier produces better results for learning
with additional symmetric pairs or learning with too little data. Of
these, the Random Forest classifier delivered the best performance
for Cogency and Effectiveness. Though the difference to Random
Forest was very small, Logistic Regression achieved the best
performance for Reasonableness.

In order to incorporate correction for multiple tests, we per-
formed Tukey’s HSD (honestly significant difference) test [29] with
𝑝 = .05 on the accuracy values of the 32 folds showing no significant
differences between Logistic Regression and Random Forest for
the three dimensions (except Stochastic Gradient Descent). But
there were significant differences between the two classifiers for
the other dimensions (except Logistic Regression and Gradient
Boosting for cogency). Shapiro-Wilk tests [31] delivered that the
sets are normally distributed with exceptions of Naive Bayes for
effectiveness, which is a negligible problem since Tukey’s HSD
tests are relatively robust to violations of the normal distribution
assumption [19].

5.2 Dataset and Implementation

We evaluate our quality-aware argument retrieval system based on
a dataset proposed by Ajjour et al. [1] that consists of 387,606 argu-
ments in the form of (claim,premise) pairs. This data was extracted
from several debate portals such as debate.org or idebate.org. It is
also the dataset on which Args runs. Furthermore, it is the official
dataset of the CLEF lab Touché which goal is to find the best argu-
ments to 50 designated queries. By applying different datasets for
training and evaluation, our findings get higher impact.

https://github.com/UKPLab/sentence-transformers
debate.org
idebate.org


Table 1: The accuracy values achieved by the classifiers for

predicting the three main quality dimensions of arguments

calculated with 32-fold-cross-validation. LR = ‘Logistic Re-

gression’, RF = ‘Random Forest’, NB = ‘Naive Bayes’, SVM =

‘Support Vector Machine’, GB = ‘Gradient Boosting’, KNN =

‘K Nearest Neighbours’, SGD = ‘Stochastic Gradient Descent’.

All values are rounded to three decimal places. The highest

values are shown in bold, the lowest are underlined.

Accuracy

Classifier Cogency Reasonableness Effectiveness

RF .971 .972 .977

LR .958 .976 .97
SGD .951 .964 .965
GB .932 .942 .952
SVM .918 .917 .922
KNN .887 .89 .902
NB .792 .784 .778

The implementation of our extended framework mostly follows
the implementation proposed in our previous work [10]: as the
arguments in the Args corpus consist of exactly one claim and one
premise, we first grouped all premises that have the textually same
claim and thus derived more complex arguments, i.e., 72,125 claims
with an average of 5.37 and an median of 5 premises per claim. The
new obtained arguments now have one claim with premises sizing
from 1 to 2,539. A claim with smallest of the associated premises
is “Soler power energy production varies with the seasons.”, and with
the largest is “Abortion”.

To compute the clusters, we first calculated the embeddings of
the claims and premises using SBERT [25] (with the same settings
as for the classifiers) as opposed to our prior work where we used
BERT [9]. Similar to this approach, we calculated the clusters with
agglomerative clustering [16] using Euclidean distance and the
average linkage method [32] by applying the scripting language R
and the packages stats and fastCluster. This resulted in 13,031
claim clusters and 70,314 premise clusters. The average, median,
minimum, and maximum values of claim and premise clusters are
5.53, 5, 2, and 33 for claims and 5.51, 5, 1, and 1,867 for premises,
respectively. Examples for a claim within a claim cluster with the
smallest size is “dogs”, and with largest size sentences often starting
with “There are no such thing as . . . ”. Analogously, a premise cluster
with the smallest size (1) is a nonsense premise that starts with
“Agenda 21 is a bad decision.” followed by hundreds of dots, while a
premise from the cluster with the largest size is “I accept”.7

We then indexed the claims and the premises with Apache
Lucene (version 8.4.1), which also stores the corresponding claim
cluster id or premise cluster id, respectively. Note, that in our pre-
vious work [10] we approximated the clustering of premises by
clustering them ad-hoc at query time.While in this workwe preclus-
tered also the premises, the prior work clustered a subset deter-
mined by adding the ten most similar premises to the premises
contained in the claims in the claim clusters, using the textual
similarity method BM25. However, since preclustering of nearly
7People in debate portals very often state that they accept to debate towards a specific
topic, leading to the huge size of the premise cluster.

400k points with 1,024 dimensions each requires a lot of time, we
first clustered the set with 𝑘-means [21] with 𝑘=4 and then con-
ducted an agglomerative clustering on these subsets.8 Similar to
our prior work we choose the longest premise from a cluster as
representative.

The first step of evaluating a query is to identify the most similar
result claims, for which we use DFR [2]. Then all claims that are
in the same clusters are located as well as their directly associated
premises and the premises with the same cluster ids, which is the
final set of candidate premises. For each candidate premise, we
calculate the probabilities shown in Equation 6. Since dcf(𝑝, 𝑐, 𝑑)
(see Section 4.2) calculates the quality of a premise to the claim
and not to the query, we could also precalculate and store these
frequencies for all dimensions. Measuring the quality of a premise
to the claim and not the query is no drawback here, as this is
compensated by the component 𝑃 (𝑐 |𝑞) in Equation 5.

5.3 Evaluation Setup

We now discuss the setup for the evaluation of our approach.
As baseline we implemented the original framework of our prior
work [10]. However, while this work used the classic BERT imple-
mentation, we now use SBERT for both the baseline such that we
can measure the impact of taking argument quality into account
on result quality.

Next we evaluate the rankings calculated based on the final
cluster probabilities of Equation 6with the three different estimators
from Section 4.2 for the three main argument quality dimensions
𝑑 ∈ Δ with Δ = {cogency, reasonableness, effectiveness}, both for
each dimension separately as well as all combined, i.e., Δ. Hence,
together with the baseline we compare 1 + 3 · 4 = 13 methods.

For the evaluation, we used 50 widely spread queries provided
by the CLEF lab Touché and evaluate them on the Args corpus [1].
Examples for such queries are “Are Social Networking Sites Good for
Our Society?” or “Is Homework Beneficial?”. However, Touché has
run for the first time in 2020 and has not yet produced assessments
for these queries. We therefore pooled, for each query, the ten best
premises from each method, i.e., representatives of premise clusters.
This resulted in overall 1,376 premises for the 50 queries.

Then, two annotators (one expert in computational argumenta-
tion and one expert from political science) assessed each premise
with respect to the three dimensions’ qualities on the scale from
1 (low) to 3 (high) by following the guidelines of Wachsmuth et
al. [37] who used the same scale when they annotated the argument
quality dimensions. Similar to them, we also added a “cannot judge”
option. The relevance of the premise with respect to the query was
also implicitly evaluated, and non-relevant premises were assigned
a valued of 1. Note that only the query and the premise were shown
to our annotators. Any other information, such as the actual result
claim to which the premise belongs, was hidden from the assessors
in order to avoid biased decisions. We implemented a dedicated tool
for the assessors they used for their annotations; Figure 2 shows
an example screenshot of the tool.

Altogether, the annotations with three dimensions for the 1,376
premises per assessor took about 65 hours each (approximately 21
premises per hour). Depending on the difficulty and length of the

8For computing 𝑘-means we used the R package knor and used 25 starting points.



Figure 2: Screenshot of the quality assessment app the an-

notators used to decide the quality of arguments for three

dimensions.

premises, the annotators assessed between two and four queries
(the premises per query range from 21 to 34; 27.5 on average) per
day in order to be able to perform the task with the highest possi-
ble concentration. To reduce learning effects as far as possible, we
shuffled the ordering of the premises to the query before the assess-
ments. Table 2 shows the distribution of the 2 · 3 · 1, 376 = 8, 256
assessments made.

Table 2: The distribution of the assessment scores of the two

annotators.

Argument

Quality

Dimension Score 3 Score 2 Score 1 Cannot judge

Cogency 868 601 1,003 280
Reasonableness 569 1,059 846 278
Effectiveness 625 718 1,131 278

The inter-annotator agreement calculated with Krippendorff’s
𝛼 [18] for cogency, reasonableness, and effectiveness on a nominal
scale and on an interval scale are shown in Table 3. Although
the table indicates the difficulties in the annotation process, the
agreements range from slight to substantial for the interval metric.
The highest level of disagreement is obviously in the nominal metric
of the dimension reasonableness. This dimension is particularly
difficult as here the annotators have to take into account the public
opinion. While one annotator more often assigned the value 1, the
other more often assigned the value 2.

Table 3: The inter-annotator agreement values for the

three argument quality dimensionsmeasuredwithKrippen-

dorff’s 𝛼 . All values are rounded to three decimal places.

Argument Quality Nominal Interval

Dimension metric metric

Cogency .315 .514
Reasonableness .013 .307
Effectiveness .389 .629

5.4 Evaluation Results and Error Analysis

The quality of the computed results is measured in terms of the
nDCGmetric [17] for each dimension. Here, the (undiscounted) gain
of each result corresponds to the mean assessment scores minus
1, yielding a final score 𝑥 ∈ [0, 2] per premise and dimension;
if a premise was assessed as “cannot judge”, its gain is set to 0.
Unassessed results would be assigned a gain of 0, but since we
consider only cutoffs up to 10, all retrieved results are assessed.
We measure nDCG at cutoffs 1,5,10, but we report only results for
cutoffs 1 and 10 for space reasons; results for cutoff 5 were very
similar to the results for cutoff 10. In a first analysis, we will take
premises that could not be judged into account (henceforth called
noisy dataset). However, since these premises often correspond to
useless statements such as “I accept” that would not be included in
high-quality argument collections, we will ignore these premises
in a second analysis (henceforth called curated dateset). Further, we
will show results of statistical significance tests of the two datasets.

5.4.1 Analyzing the Noisy Dataset. Table 4 shows the results for
the first analysis. The table indicates how well a user would be
satisfied if she valued a certain quality dimension, and how well
a user would be satisfied if she expected good premises regarding
all the three quality dimensions together. As we can infer from the
table, the methods using the premise probabilities from the plain
family, i.e., 𝑃dcf that rely exclusively on the classifiers perform best
by far for all cutoffs. The baseline 𝑃pfIcf which relies solely on the
frequencies performs poorly. The methods from the product family,
i.e., 𝑃pfIcf·dcf are better than the baseline, but still perform worse
than those from the plain family.

Significance tests on the 50 accuracy values per method and
dimension were made for cutoff value 1, 5, and 10. A Shapiro-
Wilk test [31] delivered that the quantities are not always normally
distributed. Since the strict view that the normal distribution is a
prerequisite for Tukey’s HSD test is outdated [19], we carried it
out. Regarding the cutoff value 1, methods from the plain family
do not only significantly perform better than the baseline, they
also outperform the families product and average for the three
dimensions plus the combination with 𝑝 < .002. Methods from
the product family are in almost all cases significantly better than
the baseline with 𝑝 < .008 and in most cases also significantly
better than the methods from the average family with 𝑝 < .024.
The observation for the cutoff value 10 shows that all methods from
the plain family are significantly better than all other methods for
all dimensions plus their combination with 𝑝 < .036. Furthermore,
there are significant differences over the baseline for 𝑃avg (𝑝 < .017)



Table 4: Noisy dataset. nDCG values of the baseline compared to the twelve methods for the three estimators. co:= cogency,

re:= reasonableness, ef:= effectiveness, and the sum of the estimators. All values are rounded to three decimal places. The

highest values are shown in bold, the lowest are underlined.

premise Δ cogency reasonableness effectiveness {co, re,ef}
probability nDCG@1 nDCG@10 nDCG@1 nDCG@10 nDCG@1 nDCG@10 nDCG@1 nDCG@10
𝑃pfIcf - .010 .258 .022 .297 .010 .245 .014 .270
𝑃dcf {co} .515 .630 .585 .680 .462 .565 .521 .634
𝑃dcf {re} .640 .642 .640 .684 .567 .574 .617 .642
𝑃dcf {ef} .560 .638 .612 .678 .505 .579 .562 .640
𝑃dcf {co, re, ef} .555 .647 .588 .702 .497 .589 .549 .654

𝑃pfIcf·dcf {co} .180 .407 .207 .458 .158 .363 .183 .416
𝑃pfIcf·dcf {re} .250 .475 .292 .532 .192 .425 .243 .484
𝑃pfIcf·dcf {ef} .120 .390 .150 .427 .112 .335 .127 .390
𝑃pfIcf·dcf {co, re, ef} .080 .356 .087 .395 .070 .321 .079 .362
𝑃avg {co} .010 .390 .037 .422 .02 .348 .022 .392
𝑃avg {re} .075 .410 .077 .443 .065 .370 .071 .414
𝑃avg {ef} .030 .384 .037 .417 .030 .349 .032 .389
𝑃avg {co, re, ef} .030 .368 .037 .409 .03 .340 .032 .377

and 𝑃pfIcf·dcf (𝑝 < .001) for reasonableness and 𝑃pfIcf·dcf (𝑝 < .022)
for cogency.

We examined the rankings of the premises of the baseline 𝑃pfIcf
as well as 𝑃dcf with Δ = {co, re, ef} to find out why 𝑃dcf performs
well but 𝑃pfIcf comparatively poorly. Since we work with an un-
curated dataset here and pfIcf uses only frequencies of claims and
premises, the top 1 results of the baseline very often contained
statements such as “Extend”, “I accept”, or “First round is for ac-
ceptance”, etc., because some debate portals often let discussions
take place over several rounds and some users first tell the commu-
nity that they accept the debate. In contrast, the methods from the
plain family utilizing the classifiers here recognized that there is no
argumentative content and therefore rank them low. This clearly
shows the need for taking argument quality into account in the
retrieval process. Obviously, at least one of the human annotators
assessed them with “cannot judge”, which were considered equal
to the relevance scores as assessment “low” in the first analysis and
led to lower nDCG values for 𝑃pfIcf in Table 4.

5.4.2 Analyzing the Curated Dataset. In order to exclude the impact
of these premises, we performed another evaluation where the
pairs evaluated with “cannot judge” by at least one annotator were
ignored. Table 5 shows the results of this experiment. Contrary to
the noisy dataset, the baseline 𝑃pfIcf now performs much better. We
see that the procedures from the plain family still perform slightly
better for cutoff value 10, but no longer for cutoff 1.

In contrast to the noisy dataset, there are no significant differ-
ences (Tukey’s HSD test with 𝑝 = .05) between baseline and all
methods for cutoff value 1 for both the three dimensions and the
combination. For the cutoff value 10, the methods from the plain
family are significantly better than the baseline for 𝑑 ∈ Δ\{𝐸𝐹 }
with 𝑝 < .048. Furthermore, all methods from the average family
are significantly better than the baseline for re with 𝑝 < .038.

A secondmanual random sampling of the top 1 results of baseline
and the aforementioned method 𝑃dcf with Δ = {co, re, ef} provided

the insight that the latter simply providesmore convincing premises
than the former, indicating that the classifiers are robust.

5.5 Evaluation with another Dataset

In order to strengthen the quality of our findings so far, we also
applied our methods to the dataset of our prior work [10], which
contains 63,250 claims and approximately 695k premises that were
extracted from four debate portals. The dataset provides 30 query
claims on the topic “energy” togetherwithmanually formed premise
clusters assessed with regard to their relevance on a three-fold scale
as “very relevant”, “relevant”, or “not relevant”. The quality of ar-
guments was not taken into account during the assessment, only
relevance of the premises with respect to the query. In the following,
this dataset is referred to as datasetenergy. Following the approach
described in that paper, we evaluated two tasks: In Task B the selec-
tion of a representative from a cluster is evaluated using a simplified
variant of 𝛼-nDCG (with 𝛼 = 1), in Task A a list of premises by
generating all possible result lists by including all combinations of
the premise clusters and comparing it with the mean average nDCG
values. Table 6 shows the evaluation of Task A and Task B. In con-
trast to the previous section’s dataset (in the following datasetspread)
it is remarkable that (1) the differences of the examined methods
(especially to the baseline) are not as great here as in datasetenergy,
(2) the nDCG values are higher, and (3) the baseline performs rel-
atively well. Shapiro-Wilk tests revealed that the accuracy values
for the 30 queries at cutoff 5 and 10 for Task A and Task B do not
vary from a normal distribution. Subsequent Tukey’s HSD tests to
determine whether there are significant differences between the
methods used for baseline or different estimators with respect to
a quality dimension revealed that there were no significant differ-
ences for neither Task A nor Task B for both cutoff values. We
justify these differences as follows: The topic of energy is more
likely to be discussed by people with specialist knowledge than the
topics discussed in datasetspread, therefore it is more difficult to find
differences in the premises’ structures. The higher nDCG values



Table 5: Curated dataset. nDCG values of the baseline compared to the twelve methods for the three estimators and for the

sum of them. co:= cogency, re:= reasonableness, ef:= effectiveness. All values are rounded to three decimal places. The highest

values are shown in bold, the lowest are underlined.

premise Δ cogency reasonableness effectiveness {co, re,ef}
probability nDCG@1 nDCG@10 nDCG@1 nDCG@10 nDCG@1 nDCG@10 nDCG@1 nDCG@10
𝑃pfIcf - .545 .504 .608 .575 .518 .478 .56 .526
𝑃dcf {co} .535 .644 .605 .696 .482 .578 .541 .649
𝑃dcf {re} .645 .656 .66 .697 .567 .584 .625 .655
𝑃dcf {ef} .60 .656 .652 .699 .545 .597 .602 .659
𝑃dcf {co, re, ef} .61 .668 .647 .725 .532 .609 .598 .676

𝑃pfIcf·dcf {co} .515 .568 .572 .637 .467 .511 .519 .58
𝑃pfIcf·dcf {re} .52 .578 .63 .645 .46 .518 .536 .588
𝑃pfIcf·dcf {ef} .51 .564 .597 .618 .437 .494 .516 .567
𝑃pfIcf·dcf {co, re, ef} .565 .568 .622 .634 .52 .513 .57 .579
𝑃avg {co} .56 .627 .623 .685 .507 .564 .565 .634
𝑃avg {re} .595 .636 .65 .691 .522 .576 .589 .643
𝑃avg {ef} .545 .636 .61 .686 .495 .581 .553 .642
𝑃avg {co, re, ef} .625 .635 .688 .693 .585 .583 .635 .644

probably result from the fact that for the datasetenergy claims were
used as queries which also originate from datasetenergy, whereas
for datasetspread queries were used which never match a claim 1
on 1, so the retrieval task considered now is easier. Furthermore,
some queries used for datasetspread simply have no or very few
matching results since we work with previously mined arguments.
Most probably the main reason for the better performance of the
methods in datasetspread, which include argument quality dimen-
sions, can be found in the topics. While datasetenergy only contains
topics from one topic where most premises will argue based on
facts, datasetspread is wide spread with 50 queries on a large number
of topics. Especially topics concerning “abortion” or “gun laws” are
much more emotionally loaded and are discussed more passion-
ately, so the classifiers are more suitable there. To conclude, one
can say that 𝑃pfIcf performs very well when the dataset is curated.
Including argument quality dimensions can further improve the
premise retrieval, especially in noisy datasets.

6 CONCLUSION AND FUTUREWORK

In this paper we propose a framework for quality-aware argument
retrieval, building on and extending a probabilistic ranking frame-
work with argument quality dimensions. Using classifiers for the
three main dimensions cogency, reasonableness, and effectiveness,
our experimental evaluation showed that argument quality is essen-
tial for achieving good retrieval quality, especially on noisy datasets.
We will provide the argumentation community with both the 1,376
premises labeled for three argument quality dimensions and an API
(via Docker and Web interface).

Here, we considered premises from debate portals, which are
partially from moderated websites and are real-world opinions.
However, clustering and ranking premises remains very difficult,
even for human annotators because sometimes posts are very long,
address several aspects, and contain non-argumentative text. Future
work needs to extract arguments in the sense of argumentation
theory from posts, i.e., on the one hand to detect argumentative and

Table 6: Evaluations of Tasks A and B: List of premise clus-

ters and the choice of representatives, respectively. Aver-

age nDCG values (Task B) and mean average nDCG values

(Task A) of the baseline pf · icf compared to the twelve meth-

ods for the relevance from datasetenergy. co:= cogency, re:=

reasonableness, ef:= effectiveness. All values are rounded to

three decimal places. The highest values are shown in bold,

the lowest are underlined.

Task B Task A

mean mean

premise Δ average average average average

probability nDCG@5 nDCG@10 nDCG@5 nDCG@10

𝑃pfIcf - .72 .677 .67 .678

𝑃dcf {co} .695 .667 .646 .649
𝑃dcf {re} .721 .67 .646 .65
𝑃dcf {ef} .724 .681 .679 .668
𝑃dcf {co, re, ef} .699 .659 .645 .648
𝑃pfIcf·dcf {co} .721 .689 .668 .66
𝑃pfIcf·dcf {re} .716 .672 .646 .648
𝑃pfIcf·dcf {ef} .715 .68 .663 .662
𝑃pfIcf·dcf {co, re, ef} .708 .678 .661 .658
𝑃avg {co} .688 .66 .64 .641
𝑃avg {re} .701 .659 .638 .638
𝑃avg {ef} .718 .672 .666 .656
𝑃avg {co, re, ef} .701 .661 .644 .649

non-argumentative text spans, such as “I will present my arguments”
or “I accept the debate” and on the other hand to separate arguments
by their meaning. Sometimes definitions of terms are introduced
before the actual arguments, followed by arguments. It might also
be necessary to consider rephrasing and inclusion of knowledge
graphs. Starting from the labeled dataset, it is now possible to train
a new classifier, which is specially designed for this corpus.
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