
Vertex-rounding a three-dimensional polyhedral subdivisionSteven FortuneBell LaboratoriesMurray Hill, New Jersey 07974sjf@research.bell-labs.comMarch 29, 1999AbstractLet P be a polyhedral subdivision in R3 with a total of n faces. We show that there is anembedding � of the vertices, edges, and facets of P into a subdivision Q, where every vertexcoordinate of Q is an integral multiple of 2�dlog2 n+2e. For each face f of P , the Hausdor�distance in the L1 metric between f and �(f) is at most 3/2. The embedding � preserves orcollapses vertical order on faces of P . The subdivision Q has O(n4) vertices in the worst case,and can be computed in the same time.1 IntroductionGeometric algorithms are usually described in the \real-number RAM" model of computation,where arithmetic operations on real numbers have unit cost. A programmer implementing a geo-metric algorithm must �nd some substitution for real arithmetic. The substitution of exact arith-metic on a subset of the reals, say the integers or the rationals, avoids the di�culties that can arisefrom naive substitution of 
oating-point arithmetic [4, 12, 14, 15]. The substitution is not trivial,since the required arithmetic bit-length usually exceeds the native arithmetic bit-length of mostcomputer hardware, and some form of software arithmetic is required.Recent research has made the use of software exact arithmetic for geometric algorithms muchmore attractive. A predicate on geometric data is determined by the sign of an arithmetic expressionin the coordinates of the data. A promising strategy for sign-evaluation is adaptive-precisionarithmetic [6, 13, 20], where the expression is evaluated to higher and higher precision until its signis known, i.e. until the magnitude of the expression exceeds an error bound. Low precision, even
oating-point, su�ces most of the time, since most instances of geometric predicates are easy. Inaddition, for some basic predicates like the sign of a determinant, there are alternative evaluationstrategies that require arithmetic with relatively low precision [1, 2, 3].Exact arithmetic would be more useful if high-level geometric rounding algorithms were avail-able. Virtually any geometric construction that produces new geometric data increases the bit-length of geometric coordinates. For example, suppose points are represented with homogeneousinteger coordinates. The plane through three such points has coe�cients whose bit-lengths areabout three times the point coordinate bit-lengths; the point of intersection of three such planes1



has coordinate bit-length about nine times that of the original points. Thus a solid modeler, whichimplements boolean operations and rigid motions on polyhedra, might produce a polyhedron withhigh coordinate bit-length even if the original polyhedra had short coordinate bit-length. Typicallyan application requires only a low-precision approximation, not the exact answer. Hence there is aneed for high-level rounding, which replaces a geometric structure with high bit-length coordinateswith an approximating structure with short bit-length coordinates. It does not su�ce to roundeach coordinate independently, since such rounding is a geometric perturbation, and may introduceinconsistencies between geometric and combinatorial information. Furthermore, some change incombinatorial structure is inevitable; indeed, in certain cases it is NP-hard to determine if it ispossible to round to low-precision without changing combinatorial structure [19].Satisfactory high-level rounding algorithms are known for polygonal subdivisions in two di-mensions. One such algorithm is snap-rounding [10]. Fix a polygonal subdivision, with arbitrary-precision coordinates. A pixel is a unit square in the plane centered at a point with integer coordi-nates; a pixel is hot if it contains a vertex of the subdivision. Snap-rounding replaces each vertexby the center of the pixel containing the vertex, and each edge by the polygonal chain through thecenters of the hot pixels met by the edge, in the same order as met by the edge. The snap-roundedsubdivision approximates the original subdivision in the sense that each vertex and edge of theoriginal subdivision has an image in the snap-rounded arrangement whose Hausdor� distance is atmost 1=2 in the L1 metric. Snap-rounding may change the combinatorial structure of the sub-division, for example, vertices and edges may collapse together, but some combinatorial orderinginformation is preserved [10].This paper presents a generalization of snap-rounding to polyhedral subdivisions in three di-mensions. Fix a polyhedral subdivision P with a total of n vertices, edges, and facets. We showthat there is a polyhedral subdivision Q so that each vertex coordinate is an integer multiple of1=2dlog2 ne+2. Each face f of P has an image �(f) in Q so that the Hausdor� distance betweenf and �(f) is at most 3=2. As with snap-rounding in two dimensions, f and �(f) may have dif-ferent combinatorial structure: an edge may be replaced with a polygonal chain, and a facet witha triangulation. Two vertices may collapse together; the polygonal chains for two edges or thetriangulations for two facets may collapse together or overlap partially, perhaps in several places.However, vertical order is preserved (or collapsed): if face f is vertically above face f 0 (i.e. there is aline parallel to the z-axis meeting both faces, and the intersection with f has higher z-coordinate),then �(f) is above (or overlaps) �(f 0). In the worst case Q has O(n4) vertices and can be computedin time O(n4).As is the case with snap-rounding in two dimensions, the Hausdor� distance between a facet fand its image �(f) can be reduced by scaling coordinates. For example, for k > 0, the Hausdor�distance can be reduced to at most 32 � 2�k, by multiplying every coordinate of P by 2k, roundingas above, and then dividing every coordinate of the result by 2k. Of course, coordinates arenow integral multiples of 1=2k+dlog ne+2. Alternatively, the same procedure with k = �(dlog ne +2) guarantees an approximating subdivision with integer coordinates, although with Hausdor�distance bounded by 6n.Though the algorithm in this paper demonstrates the theoretical possibility of three-dimensionalsnap-rounding, it is not immediately practical. One concern is the discouragingly large bound on thenumber of new vertices. The algorithm as described always adds all vertices that might potentially2



be needed; a variant algorithm might add vertices only as necessary. It is plausible that for typicalsubdivision instances{not chosen by an adversary{the number of new vertices will be acceptable.Another concern is the complexity of the algorithm. Snap-rounding in two dimensions is essentiallya local algorithm, with the rounding of each vertex and edge determined simply from the set of hotpixels. Unfortunately, as is seen below, the three-dimensional algorithm requires more complicatedglobal information. Devising a simple, practical, and e�cient three-dimensional rounding algorithmis a signi�cant open problem.Other work. Greene and Yao were the �rst to suggest a rounding scheme for polygonal subdivi-sions in two dimensions [8]. Hobby [11] and Greene [9] give algorithms to compute the snap-roundingof the arrangement formed by a set of intersecting edges. Guibas and Marimount [10] show how tomaintain the snap-rounded arrangement of edges under insertion and deletion of edges; they alsogive elementary proofs of basic topological properties of snap rounding. Goodrich et al [7] giveimproved algorithms to snap-round a set of intersecting edges, in the case when there are manyintersections within a pixel. Milenkovic [18] suggests a \shortest-path" geometric rounding schemethat sometimes introduces fewer bends than snap rounding.Goodrich et al [7] propose a scheme for snap-rounding a set of edges in three dimensions after�rst adding as vertices the points of \closest encounter" between nearby edges. Milenkovic [16]sketches a scheme for rounding a polyhedral subdivision in three dimensions (in fact, any dimen-sion). Unfortunately, both schemes have the property that rounded edges can cross (see below),which violates any notion of topological consistency.Fortune [5] suggests a high-level rounding algorithm for polyhedra in three dimensions. Hisalgorithm assumes that a polyhedron is presented by the equations of its face planes (and thecombinatorial incidence structure of faces), not the coordinates of vertices as assumed by snap-rounding. His algorithm does not appear to extend from polyhedra to polyhedral subdivisions.The challenges of 3d snap-rounding. The obvious way to snap-round a vertex in three di-mensions is to replace it with the center of the voxel containing it. (A voxel is a unit cube centeredat an integer point.) It is less clear how to snap-round edges and facets.Snap-rounding a set of edges in three dimensions requires the addition of new vertices, unlikethe situation in two dimensions. Consider two transverse nearby edges. Rounding the endpointsto voxel centers perturbs the edges, and hence the edges may change orientation or cross. Wecan attempt to prevent this by adding a vertex in the interior of each edge near the other edge;then either the two new vertices are in the same voxel and snap-round together, or they are indi�erent voxels and the snap-rounded edges will not cross. Clearly, it might be necessary to addquadratically many vertices, if the edges form a \cross-hatch" pattern.Snap-rounding with facets as well is more problematic. If a vertex v and a facet f are nearby, wecan add a new vertex v0 to f to ensure that v and f are properly separated or collapsed. However,this requires that f be triangulated, which introduces new edges. Potentially these edges are closeto old edges, which could require new vertices, and it is not immediate that the process is �nite. Wecan attempt to ensure termination by projecting nearby edges onto a facet, and then triangulatingthe facet compatibly with the projection. The actual rounding algorithm is a formalization of thisidea. 3



a0a b0bFigure 1: Vertices a and a0 project to the same pixel in the xy-plane, as do b and b0. Hence in threedimensions, the snap-rounding of ab crosses the snap-rounding of a0b0.Overview of the rounding algorithm. The rounding algorithm is based on the followinggeneral outline. Orthogonally project all edges of the subdivision P onto the xy-plane, form thearrangement, snap-round, and compute a triangulation T . Each facet f of P has an image Tf thatforms a subtriangulation Tf of T . The rounding of facet f is obtained by lifting Tf to a polygonalsurface �(f) that approximates f . By considering each cylinder over a vertex, edge, or triangle ofT separately, we can ensure that the lifting preserves (or collapses) the vertical order on faces of P .The �rst step of the actual algorithm is to determine the rounding �(e) of each edge e of P ;recall that �(e) in general can be a polygonal chain. This step is nontrivial, since we must preventcrossings among the resulting edges (see Figure 1). To prevent crossings, we subdivide the edges ofP by all xy�, xz�, and yz-intersection points. (If the orthogonal projections of e and e0 into thexz-plane cross at a point p, and l is the line parallel to the y-axis through p, then e\ l and e0\ l arexz-intersection points.) While this subdivision prevents most crossings, it is not quite su�cient toprevent all crossings. In �gure 2, the xy-, xz-, and yz-projections of d� and e� are all disjoint, buttheir snap-roundings cross. Fortunately, the con�guration of �gure 2 is almost the only way thiscan happen, and we can show that there is a slight modi�cation of snap-rounding that does avoidcrossings. For example, in �gure 2, the modi�ed snap-rounding of d� is a two-edge polygonal chain,connecting a snap-rounded endpoint of d� to the snap-rounded endpoint of e� on the same verticalline, and then to the other snap-rounded endpoint of d�. We show that the distance between an edgeand its modi�ed snap-rounding increases slightly, to at most 3=2. (The con�guration in �gure 2 canbe modi�ed to show that the \close encounter" subdivision of Goodrich et al [7] does not prevent
e� d�

�y +x+z
Figure 2: The endpoints of e� and d� lie on column boundaries (or extend slightly inside). Theroundings �(d�) and �(e�) cross, although the xy-, xz-, and yz-projections of d� and e� do not.4
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g
e0

g0Figure 3: Side view. Edge e is above facet f and e0 is below. Hence the rounding of facet f mustcontain the vertical interval from the rounding of e to the rounding of e0.edge crossings.) Section 4 below describes the subdivision and modi�cation of snap-rounding.The second step of the actual algorithm is to lift Tf to its image �(f). The lifting must respectconstraints on vertical order among facets and edges; for example, if facet f is vertically above edgee, then �(f) must be above or contain �(e). These constraints can be somewhat complex. In theschematic view in �gure 3; facet f is below edge e of facet g and above edge e0 of facet g0. If �(e)and �(e0) have the same xy-projection with �(e0) above �(e), then �(f) must contain the entirevertical interval between �(e) and �(e0) (as do �(g) and �(g0), in this case).The lifting �(f) is determined by merging the lifted images of each vertex, edge, and triangle ofTf . For a vertex v of Tf , its lifting lf (v) may just be a vertex; however it could be a vertical chainof edges if there are vertices v0 and v00 of P so that v0 is above f , v00 is below f , �(v0) is below �(v00),and both �(v0) and �(v00) project and snap-round to v. Similarly, the lifting lf (e) of an edge e of Tfmay just be an edge or it may contain the vertical interval between two edges whose xy-projectionsnap-rounds to e.The lifting lf (�) of a triangle � of Tf is more complicated. It is de�ned in terms of the liftinglf�(e) for each edge e of �. The lifting lf�(e) is just an edge with xy-projection e; it will formpart of the boundary of lf�(e). It must satisfy three properties: it must be close to f , it must notcross any other lifted edge, and it must respect vertical order with other lifted edges, (i.e. if f isvertically below f 0 , then lf�(e) must be below lf 0�(e)). The last property is crucial to establishingthat the lifted triangles lf (�) respect vertical order. Satisfying all three properties requires somecare (see section 5).There are two naively-plausible properties of the de�nition of lf� that do not hold. First, if �and �0 are both incident to e and in Tf , then there is no guarantee that lf�(e) = lf�0(e) (thoughthey don't cross). However, this causes no di�culty (since lf (e) contains both lf�(e) and lf�0(e)).The second untrue property causes more di�culty. Suppose � has vertices a; b; c. There is noguarantee that, say, lf�(ab) is incident to lf�(ac) (though both meet the vertical line through a).Hence lf (�) must be a triangulation of the polygon formed by lf�(ab), lf�(bc), and lf�(ac), and5
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Figure 4: The liftings of triangle �abc for facets f and f 0 have boundary a1a0bf cf and a1a0bf 0cf 0 ,respectively.perhaps edges along the vertical lines through a, b, and c. See �gure 4. It is easy to triangulatethe polygon using a central vertex whose xy-projection is within triangle �. However, a verticalboundary edge may be shared among several di�erent liftings. To ensure that there are no crossingsamong edges, each central vertex must have distinct coordinates. Since there may be 
(n) centralvertices, coordinates that are integer multiples of roughly 1=n are necessary. This leads to theadditional dlog ne+2 bits needed for vertex coordinates. More details of the lifting appear insection 6.Naively the rounded subdivision Q has at most O(n3) faces: the triangulation T has O(n2)triangles, so for each facet f the rounding �(f) consists of O(n2) lifted triangles flf (�)g. However,in the worst case each lifted triangle lf (�) may consist of O(n) faces, since there could be linearlymany vertices on the vertical edges of its boundary. Hence Q has O(n4) faces.2 The main theoremFor points a; b 2 R3 and sets A;B � R3 , d(a; b) is the L1 distance between a and b (the L1distance is used exclusively in this paper); d(a;B) is infb2B d(a; b); and d(A;B) is supa2A d(a;B).Note that d is symmetric for points, but not in general for sets. Hausdor� distance dH(A;B) ismax(d(A;B); d(B;A)).The direction parallel to the z-axis is the vertical direction. Two sets A;B � R3 are verticallyordered A � B (read \A is below B") if there is a vertical line meeting both A and B, and forevery vertical line l meeting A and B, A \ l is below B \ l, i.e. the z-coordinate of every point ofA \ l is less than the z-coordinate of every point in B \ l. Sets A and B satisfy A � B if there isa vertical line meeting both, and for every vertical line meeting both, A \ l is below or intersectsB \ l. As is well-known, � is not transitive in general; it is transitive among a family of sets thathave the same xy-projection. If furthermore every family in the set is a surface, i.e. every verticalline misses the set or meets it at one point, then � is transitive.A subdivision P in R3 is a set of compact convex polyhedral cells so that every face of every cellis in the subdivision and so that the intersection of two cells is a face of both. Cells of dimension 0,6



1, and 2 are vertices, edges, and facets, respectively. jP j is the union of the cells of P . An embeddingof a subdivision P into a subdivision Q is a mapping � that maps each cell of P into a subdivisioncontained in Q so that if f is a face of f 0, then �(f) � �(f 0).To simplify notation somewhat, we extend d and � to subdivisions. Thus for subdivisions Pand Q, P � Q means jP j � jQj and d(P;Q) means d(jP j; jQj).Throughout this paper we assume that subdivisions in R3 do not include cells of dimension 3.Furthermore, we assume that every subdivision is in general position, speci�cally, that no edge orfacet is parallel to a coordinate axis and that no vertex has a coordinate that is an integer multipleof 1=2. The general position assumption simpli�es presentation; it is not hard to remove (eitherexplicitly or for example by an in�nitesimal symbolic rigid motion).Theorem 2.1 Let P be a subdivision in R3 with a total of n cells; set � = 3=2. There is asubdivision Q and an embedding � of P into Q so that:1. For each cell f of P , dH(f; �(f)) < �.2. Each vertex coordinate of Q is an integral multiple of 1=2d2+log2 ne.3. If cells f; f 0 of P satisfy f � f 0, then �(f) � �(f 0).4. Q can be computed in time O(n4) and has O(n4) cells.This theorem follows from the discussion below, in particular results 6.2, 6.5, 6.6, and 7.4 below.At a high level, the algorithm required for step (4) has three steps.1. Subdivide the vertices and edges of P , forming a set of vertices and edges P � (Section 4).2. Orthogonally project P � onto the xy-plane, snap-round, and triangulate the convex hull ofthe resulting subdivision. Let T be the resulting triangulation.3. For each cell f in P , lift Tf (the image of f in T ) to a subdivision Qf � R3 (Section 6).3 De�nitionsThere are many symbols de�ned in this paper. For reference, most are summarized in appendix B.A pixel is an open unit square in the xy-plane centered at an integer point; pixel(q) is the pixelcontaining point q. A voxel is an open unit cube in R3 centered at an integer point; voxel(q) is thevoxel containing point q. A column (of voxels) is all voxels whose centers have the same x- andy-coordinates; column(q) is the column containing q.Let A be a subdivision in the xy-plane. A pixel is hot (with respect to A) if it contains a vertex.The snap-rounding (with respect to A) of an edge e of A is the polygonal chain connecting thecenters of the hot pixels met by e in the same order as met by e; similarly the snap-rounding ofa vertex of A is the center of the hot pixel containing it. A basic fact[10] is that two polygonal7



chains that result from snap-rounding intersect only at vertices and edges of both chains. Thesnap-rounding of A is obtained by replacing each edge and vertex of A with its snap-rounding withrespect to A; it is a polygonal subdivision whose vertices are hot pixel centers, i.e. integer points,and whose edges connect integer points.Let �xy be orthogonal projection onto the xy-plane, and similarly for �xz and �yz. A setA � R3 is over a set P in the xy-plane if �xy(A) = P . If A is a surface with p 2 �xy(A), thenAp is the point of A over p (i.e. �xy(Ap) = p). If A and B are surfaces over the same set, thenmax(A;B) is the pointwise maximum (viewed as functions of the xy-plane), and min(A;B) is thepointwise minimum. If A;B;C are surfaces over the same set with A � B, then snap(C; [A;B]) ismin(A;max(B;C)). Clearly, A � snap(C; [A;B]) � B.Suppose a set P in the xy-plane is �xed. We de�ne symbolic sets > (top) and ? (bottom)satisfying ? � A � > for any other set A over P . We have for example min(A;>) = A =max(A;?); we de�ne min and max of an empty collection to be > and ?, respectively.Two edges cross if they intersect at a point interior to at least one of the edges.Proposition 3.1 Suppose T � R3 is convex, fs1; : : : ; skg � R3 is a �nite set of points with convexhull S, and � � 0. If d(si; T ) � � for i = 1; : : : ; k, then d(S; T ) � �.Proof: Any point in S can be expressed as P�isi with 0 � �i � 1 and P�i = 1. For eachsi, there is a point ti 2 T so that d(si; ti) � �. Clearly P�iti 2 T and d(P�isi;P�iti) is themaximum absolute value of any coordinate ofP�i(si� ti), which is bounded by � sinceP�i = 1,�i � 0, and the absolute value of each coordinate of si � ti is bounded by �. �4 Snap-rounding edgesDe�ne �(q) to be the center of the voxel containing q, and extend to � to edges: �(qq0) is the edge�(q)�(q0). The mapping � is the obvious extension of snap-rounding to three dimensions (ignoringsnapping to hot voxels, which is unimportant here). Unfortunately, � may cause two edges to cross.We now de�ne a re�nement P � of the vertices and edges of P and a modi�cation � of � so that notwo edges in �(P �) cross.4.1 The subdivision P �Let e and e0 be two edges of P whose xy-projections cross at a point p. An xy-intersection point(of P ) is either point on e or e0 that meets the line through p parallel to the z-axis. The de�nitionof an xz� or yz-intersection point is similar.The subdivision P � results from subdividing the edges of P . At any point in the process, êdenotes the subdivision of edge e of P ; any voxel containing a vertex is a hot voxel; and any columnof voxels containing a hot voxel is a hot column. There are two steps in the subdivision:1. Subdivide the edges of P at all xy-, xz-, and yz-intersection points of P .8



2. For each edge e of P , split ê by each hot column C it meets: ê must meet C in a consecutiveset of voxels; ê is split by C by further subdividing ê at any point in the �rst voxel (if ê doesnot yet have a vertex in the �rst voxel) and similarly by subdividing ê in the last voxel.Splitting by hot columns has an easy consequence: for any edge e of P , the snap-roundingof �xy(ê) with respect to �xy(P �) is identical to the snap rounding of �xy(ê) with respect to ê.Henceforth we use a superscript `*' for edges and vertices of P �. For e� an edge of P �, we writes(e�) for the snap-rounding of �xy(e�). It is immediate that if d�; e� are edges of P �, then �(d�)crosses �(e�) only if s(d�) = s(e�).Lemma 4.1 P � has O(n3) vertices; there are O(n2) hot columns and O(n3) hot voxels.Proof: Clearly there are at most O(n2) xy-, xz-, and yz-intersection points, and only O(n) verticesof P . Splitting edges by hot columns adds no new hot columns, hence there are O(n2) hot columns.For each edge e of P and for each hot column, there are at most two vertices added when ê is splitby the column. Hence there are O(n3) vertices altogether. �As mentioned earlier, T is a triangulation of the convex hull of s(P �). Consider the edges E� inP � bounding a facet f of P . The projection �xy(E�) forms a simple cycle, but the snap-roundings(E�) need not. However, it is not hard to see that s(E�) consists of some number of simple cyclesconnected by polygonal chains. Let Tf be the subtriangulation of T consisting of the vertices andedges of s(E�) plus any vertices, edges and triangles of T interior to the simple cycles in s(E�).For v a vertex of T , e an edge of T , and � a triangle of T , de�neP �e = fe� 2 P � : s(e�) = egP �v = fv� 2 P � : s(v�) = vgFe = ff 2 P � : e 2 TfgF� = ff 2 P � : � 2 Tfgwhere v� and e� are vertices and edges of P �, respectively, and f is a facet of P .4.2 The mapping �Lemma 4.2 Let e be an edge of T . If d�; e� 2 P �e and �(d�); �(e�) cross, then either there is anendpoint w of �(d�) with d(w; e�) < � or an endpoint w0 of �(e�) with d(w0; d�) < �.The proof of this lemma is rather intricate, so it is deferred to the appendix.Lemma 4.3 Let e be an edge of T . There is a mapping � de�ned on P �e so that1. For all edges e� 2 P �e , �(e�) is an edge over e with endpoints among the endpoints of �(P �e ).2. For all edges e�, d(�(e�); e�) < �.3. �(P �e ) is noncrossing. 9



q r�(e�) � (d�)�(d�)
u vFigure 5: De�nition of � on new edge e�.4. � can be computed in time quadratic in the size of P �e .Proof: We de�ne � inductively, adding edges of P �e one by one in arbitrary order. The additionof an edge may change the de�nition of � on other edges as well; however, properties (1) through(3) of the lemma statement are maintained. For the following, recall that Ap is the point of A thathas xy-projection p.So suppose � has been de�ned on a subset S of P �e and e� is the next edge. If no edge of�(S) crosses �(e�), then simply de�ne �(e�) = �(e�). Otherwise, since �(S) is noncrossing, we canassume up to a symmetric argument that every edge �(d�) crossing �(e�) has �(d�)u � �(e�)u and�(d�)v � �(e�)v.Let q be the highest (in �) endpoint over u of an edge in �(S) [ f�(e�)g so that d(q; e�) < �;similarly let r be the lowest endpoint over v of an edge in �(S) [ f�(e�)g so that d(q; e�) < �.Clearly �(e�)u � q and r � �(e�)v. If it is is possible to choose q0 over u in the interval �(e�)u : : : qand r0 over v in the interval r : : : �(e�)v so that q0r0 does not cross an edge of �(S), de�ne �(e�) toq0r0. Note that it is always possible to choose q0 and r0 among the endpoints of �(S) [ f�(e�)g andthat the distance from q0 and r0 to e� is less than �.Otherwise some subset S0 of the edges in S crosses qr. Clearly for any d� 2 S0, �(d�)u � q and�(d�)v � r. See �gure 5.We claim that for any edge �(d�) 2 S0, either d(q; d�) < � or d(r; d�) < �. If �(d�)u � q, thensince q � �(d�)u, certainly d(q; d�) < d(�(d�)u; d�) < �. Similarly if �(d�)v � r, then d(r; d�) < �.Otherwise �(d�)u � q � �(e�)u and �(d�)v � r � �(e�)v , so �(d�) crosses �(e�). See �gure 5. Thehypothesis of Lemma 4.2 holds with d� and e�. By the de�nitions of q and r, d(�(d�)u; e�) � � andd(�(d�)v; e�) � �. Hence lemma 4.2 implies either d(�(e�)v; d�) < � or d(�(e�)u; d�) < �, so eitherd(q; d�) < � or d(r; d�) < �.Let Q be the set of edges d� 2 S0 so that d(q; d�) < �, and R = S0 n Q. De�ne �(e�) = qr; ford� 2 Q, rede�ne �(d�)u = q; and for d� 2 R, rede�ne �(d�)v = r. It is easy to check that � satis�esconditions (1) through (3). The running time is immediate. �Henceforth we let � be de�ned on all edges of P �, by choosing a de�nition on P �e separately foreach edge e of T , using lemma 4.3. Since there can be O(n2) edges e in T , and O(n) edges in P �e ,computation of � takes time O(n4). 10



u v
Figure 6: Re is the shaded region plus the portion of the edges inside pixel(u) and pixel(v).We remark that there is no guarantee that �(e�) and �(e�) have the same endpoints or indeedthat d(e�; �(e�)) � �. In section 6, we guarantee both properties by in e�ect augmenting �(e�) toa polygonal chain using vertical edges connecting its endpoints to the endpoints of �(e�).5 Lifting triangle edgesThe rounding �(f) of a facet f is de�ned from a lifting lf of the vertices, edges, and triangles ofTf . The de�nitions of � and lf will appear in section 6 below. This section de�nes an auxiliarylifting function lf�(e) required to de�ne lf (�). For e an edge of � 2 Tf , lf�(e) is an edge over e;it will form part of the boundary of lf (�).The lifted edges flf�(e) : f 2 F�g must satisfy three properties: each edge lf�(e) must be closeto f ; the edges must respect vertical order (i.e. f � f 0 must imply lf�(e) � lf 0�(e)), and no pairof lifted edges may cross. These properties are the main result of this section (lemma 5.3). Thede�nition of lf�(e) and the proof of the properties are rather technical; on �rst reading it may beappropriate to skip to section 6.Section 5.1 below gives important technical tools for the rest of the section: \covering order"on the facets in F� and the \snapping lemma." Covering order is used to order the choices offlf�(e) : f 2 F�g. Suppose facet f follows facet f 0 in covering order and lf 0�(e) has been chosento be close to f 0. If, say, f � f 0, then the snapping lemma guarantees that it is possible to chooself�(e) so that both lf�(e) � lf 0�(e) and lf�(e) is close to f . In order to make the snapping lemmaappropriately transitive, it is necessary to have a careful de�nition of what it means for an edge tobe close to a facet (\the edge approximates the facet").5.1 The order C and the snapping lemmaLet edge e of T have endpoints u and v. De�ne Re to be the convex hull of �xy(P �e ), less the interiorof pixel(u) and pixel(v), unioned with �xy(P �e ). See �gure 6. Notice that there are no intersectionsamong the boundaries of f�xy(f) : f 2 F�g within Re except possibly at the endpoints of edges of�xy(P �e ). Facet f 2 Fe covers e if no edge in P �e bounds f ; it is easy to check that Re � �xy(f).A facet f covers facet f 0 at e if �xy(f 0) \Re � �xy(f) \Re. For any two facets f; f 0 2 Fe, either fcovers f 0 at e, or f 0 covers f at e.Suppose that e is an edge of triangle � of T . The covering order C on the facets in F� is any11
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Figure 7: Proof of lemma 5.1, side view. TB is solid square, TC dashed.total order so that f C f 0 implies f 0 covers f at e. (The order depends on both e and �, but tokeep the notation simple we do not make this dependence explicit.) The order C can be describedas follows. Assume that � lies to the left of the e, directed from endpoint u to endpoint v; directall edges in P �e from pixel(u) to pixel(v). If facets f0; f1 2 F� have bounding edges e�0; e�1 2 P �e ,then f0C f1 if e�0 is to the left of e�1; all facets covering e appear at the end of the order C, and areordered arbitrarily among themselves.We remark that there may be facets in Fe that are not in F� for either of the two possibletriangles � incident to e; these facets do not appear in the covering order. Such facets necessarilyhave two edges in P �e , both of which project and snap-round to e. Such edges (and edges in P �enot incident to any facet) are important for the de�nition of �(f) and are discussed in section 6.3below.For a set S � R3 , let V (S) be all points on all vertical lines through S. Let fA be a facet ofP , e an edge of T with endpoints u and v, and A an edge over e. Edge A approximates fA at eif d(Au; fA \ V (Re)) < � and d(Av ; fA \ V (Re)) < �. Clearly, if A approximates fA at e, then byproposition 3.1, d(A; fA) < �. Also, if e� 2 P �e is a boundary edge of face f , then d(�(e�); e�) < �by Lemma 4.3, and �(e�) approximates f at e.Lemma 5.1 (Snapping Lemma) Let edge e bound triangle � of T . Suppose fA; fB; fC 2 F� withfA � fC � fB, A;B;C are edges over e approximating fA; fB; fC , respectively, A � B, and fCcovers fA and fB. Then snap(C; [A;B]) also approximates fC at e.Proof: We claim max(B;C) approximates fC at e; a similar result holds for min, from which thelemma follows. Let u be an endpoint of e. We show d(max(Bu; Cu); fC \ V (Re)) < �. If Cu � Bu,there is nothing to prove, so suppose Cu � Bu.Let TB and TC be the cubes of sidelength 2� centered at Bu and Cu, respectively, and T = V (TB)(clearly also T = V (TC)). See �gure 7.Since B approximates fB , there is a point b 2 fB \ V (Re) \ TB . Since fC � fB and fC coversfB at e, there is a point c 2 fC with c � b; clearly c 2 T . Since C approximates fC , there is a point12



c0 2 fC \ V (Re) \ TC . Since fC \ V (Re) \ T is path-connected, there is a path in fC \ V (Re) \ Tfrom c to c0. Since c is above the bottom facet of TB , c0 is below the top facet of TC , and TB � TC ,some point of the path meets TB . Hence d(Bu; fC) < �. �5.2 Default edges.Let e be an edge of Tf with endpoints u and v and with some triangle incident. We de�ne thedefault lifting of edge e for facet f , cf (e), which is to be used in the absence of other constraints.If e is a boundary edge of Tf , then there is a unique edge e� 2 P �e bounding facet f , and we simplyde�ne cf (e) = �(e�).The de�nition of cf (e) is more complex if e is an interior edge of Tf . Clearly f covers e and noedge in P �e meets f .De�ne lowf (e) to be the edge ûv̂, where û is the center of the lowest voxel X in column(u) sothat X \ f \ V (Re) is not empty, and similarly for v̂. A pair of distinct edges (a�; b�) in P �e is abracketing pair if a� � f and f � b�, �(a�) � �(b�) and no edge �(d�), d� 2 P �e , lies between �(a�)and �(b�) (possibly �(a�) = �(b�)). The existence of a bracketing pair can be seen by indexing theedges of P �e = fe�0; : : : ; e�kg so that �(e�0) � �(e�1) � : : : � �(e�k). Either f � e�0, and the pair (>; e�0)su�ces (with the de�nition �(>) = >); or e�k � f , and the pair (e�k;?) su�ces; or there is i sothat an ei � f and f � ei+1, and the pair (ei+1; ei) su�ces. It is possible that there are severalbracketing pairs. De�ne cf (e) = snap(lowf (e); [�(a�); �(b�)]);where (a�; b�) is a bracketing pair chosen so that (�(a�); �(b�)) is minimal in � among bracketingpairs. Set Ce = fcf (e) : f 2 F�g.Lemma 5.2 Let f be a facet of P and e an edge of Tf .1. cf (e) approximates f at e.2. If f; f 0 cover e and f � f 0, then cf (e) � cf 0(e).3. �(P �e ) [Ce is noncrossing.Proof:1. If e is a bounding edge of Tf , then the claim is immediate. Otherwise e is an interior edge of Tfand cf (e) = snap(lowf (e); [�(a�); �(b�)]);for some bracketing pair (a�; b�). Let a� and b� be incident to faces fa and fb, respectively. It iseasy to check that lowf (e) approximates f . Clearly �(a�) approximates fa, �(b�) approximates fb,and f covers fa and fb (since e is not a bounding edge of Tf ). Part (1) is thus immediate fromlemma 5.1.2. We have Re � �xy(f), Re � �xy(f 0), and f � f 0, so lowf (e) � lowf 0(e). Let a�f ; b�f and a�f 0 ; b�f 0be bracketing pairs for f and f 0, respectively. We claim �(a�f ) � �(a�f 0) and �(b�f ) � �(b�f 0), fromwhich cf (e) � cf 0(e) follows easily. Clearly �(a�f ) � �(b�f ). It cannot be that �(b�f ) � �(a�f 0), for13
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Figure 8: De�nition of lf�(e), side view. � is incident to the left and �0 to the right. Verticaldotted lines outline area that projects and snap-rounds to e.a�f 0 � f 0 � f and f would have a bracketing pair below (a�f ; b�f ), contradicting minimality. No edgeof �(P �e ) lies between �(a�f ) and �(b�f ), so it must be that �(a�f 0) � �(a�f ). Similarly �(b�f 0) � �(b�f ).3. By the de�nition of \snap", no edge cf (e) crosses an edge of �(P �e ). Also clearly, if f and f 0 havedistinct bracketing pairs, then cf (e) and cf 0(e) do not cross. If f and f 0 have the same bracketingpair, then cf (e) and cf 0(e) do not cross because lowf (e) and lowf 0(e) do not cross. �5.3 Lifting triangle edges.Let e be an edge of triangle � of T . For facets f 2 F� in the orderC, simultaneously and inductivelyde�ne af�(e) (the constraint from above), bf�(e) (the constraint from below) and lf�(e) (the liftingof edge e of � in f), as follows:af�(e) = minflf 0�(e) : f 0 C f and f 0 � fgbf�(e) = maxflf 0�(e) : f 0 C f and f 0 � fglf�(e) = snap(cf (e); [af�(e); bf�(e)]):We have af�(e) � bf�(e) by lemma 5.3(1) below.The de�nition is illustrated schematically in �gure 8. For this con�guration, we havelf0�(e) = snap(�(e�0); [>;?]) = �(e�0)lf1�(e) = snap(�(e�1); [>; lf0�(e)] = �(e�0)lf2�(e) = snap(�(e�2); [lf0�(e);?] = �(e�0)lf3�(e) = snap(cf3(e); [lf0�(e); lf2�(e)] = �(e�0):F�0 contains only f3, and lf3�0(e) = cf3(e). 14



Lemma 5.3 Let e be an edge of triangle � of T with edge e, and let f; f 0 2 F�.1. af�(e) � bf�(e).2. If f � f 0, then lf�(e) � lf 0�(e).3. lf�(e) approximates f at e.4. lf�(e) 2 �(P �e ) [ Ce.Proof: 1. and 2. We prove both simultaneously by induction on C. If af�(e) = > or bf�(e) = ?,af�(e) � bf�(e) is immediate. Otherwise af�(e) = lf0�(e) and bf�(e) = lf1�(e) for some facetsf0 � f � f1, so by induction hypothesis af�(e) � bf�(e). For (2), suppose f � f 0; without loss ofgenerality assume f 0 C f . Then by de�nition lf 0�(e) � af�(e) � lf�(e).3. Since lf�(e) is de�ned in the order C, the claim follows from an easy induction using lemma 5.1.4. By lemma 5.2, �(P �e ) [ Ce is noncrossing, so the \snap" in the de�nition of lf�(e) results in anelement of �(P �e ) [ Ce. �For e an edge of T , de�ne Le = Ce [ flf�(e) : � is incident to e and f 2 P�g. Le is all of theedges that have been de�ned over e.Corollary 5.4 Le is noncrossing.Proof: Lemmas 5.3(4) and 5.2(3), using the fact that the construction of Ce does not depend uponthe choice of triangle incident to e. �6 The subdivision QIn this section we de�ne the subdivision Q and the embedding � of P into Q required by theorem2.1. This section also contains the de�nitions of lf for the vertices, edges, and triangles of T .6.1 Vertices and edgesLet v� be a vertex of P �. De�ne �(v�) = �(v�) (recall �(v�) is the center of the voxel containingv�).Let v be a vertex of T . The vertical carrier V C(v) is the vertical chain of edges through �(P �v ),i.e. all edges connecting two vertices of �(P �v ) that are adjacent in vertical order.Let e� 2 P �e , where edge e in T has endpoints u and v. De�ne �(e�) to be the subdivisionconsisting of �(e�), the subchain of V C(u) connecting �(e�)u to �(e�)u and the subchain of V C(v)connecting �(e�)v to �(e�)v . Extend � to edges e of P :�(e) = [e�2P �; e��e �(e�)Clearly �(e) is a subdivision. 15



vfmab mac mbclf�(ac)alf�(ab)a lf�(ac)
lf�(ab)a b cFigure 9: De�nition of vf for triangle � of Tf with vertices a; b; c.Lemma 6.1 If w;w0 are vertices or edges of P and w � w0, then �(w) � �(w0).Proof: The claim is immediate for two vertices. Suppose w is a vertex and w0 an edge; thesymmetric case is similar. Then �(w0) contains a vertical chain of edges from the center of the �rstvoxel in column(w) met by w0 to the center of the last such voxel. Since w � w0, �(w) is below oron the chain, and �(w) � �(w0). The case of two edges is similar. �Let e be an edge of T with endpoints u and v. Split each edge in L(e) at its midpoint. Spliteach edge at its midpoint. These edges together with V C(u) and V C(v) form a planar graph (inthe plane through V C(u) and V C(u)). The vertical carrier V C(e) is an arbitrary triangulation ofthis graph.6.2 TrianglesLet � be a triangle of Tf with vertices a; b; c. Consider the edges lf�(ab), lf�(ac), lf�(bc). There isno guarantee that these edges are pairwise incident (of course both lf�(ab) and lf�(ac) are incidentto vertices over a, and similarly for the other pairs). We form a (three-dimensional) polygon fromlf�(ab), lf�(ac), lf�(bc) by adding the vertical subchain of L(a) connecting lf�(ab)a to lf�(ac)a(if they are not equal) and similarly for the b and c endpoints. The lifting of � for facet f , lf (�),is a triangulation of this polygon, described as follows.Split edges lf�(ab), lf�(ac), lf�(bc) at their respective midpoints mab, mac, mbc, and add thethree edges connecting midpoints. This forms a central triangle mabmacmbc and three polygons,where for example the a-polygon (of f) consists of edge mabmac, the two subedges of lf�(ab) andlf�(ac) with endpoints over a, and possibly a vertical chain over a. See �gure 9.For points p; q 2 R3 and � 2 R, let �[p; q] be the point (1 � �)p + �q, i.e. the point a fraction� of the way from p to q.The a-index of f is the number of distinct pairs (lf 0�(ab); lf 0�(ac)), where f 0 � f . Let �f =i=2dlog2 ne, where i is the a-index of f ; clearly 0 < �f < 1. First assume lf�(ac)a � lf�(ab)a. Setvf = �f [ 12 [lf�(ac)a;mab];mac]. See �gure 9. Triangulate the a-polygon of f with vf , i.e. connectvf to mac, mab, and any vertex on the chain from lf�(ab)a to lf�(ac)a. If lf�(ab)a � lf�(ac)a,16



the construction is similar, with mab and mac interchanged and lf�(ab)a substituting for lf�(ac)a.The other two polygons are triangulated in a similar fashion.Lemma 6.2 Let � be a triangle of T and f; f 0 2 F�.1. d(lf (�); f) < �.2. If f � f 0, then lf (�) � lf 0(�).3. Every vertex coordinate of lf (�) is an integral multiple of 1=2dlog2 ne+2.4. lf (�) has O(n) cells.Proof:1. Let � have vertices a; b; c. Every vertex of lf (�) is within the convex hull of flf�(ab), lf�(ac),lf�(bc)g. The claim follows using lemma 5.3(1) and proposition 3.1.2. We can assume that lf�(ac)a � lf�(ab)a. Using lemma 5.3(2), we must havelf 0�(ac)a � lf�(ac)a and lf 0�(ab)a � lf�(ab)a:If lf 0�(ab)a � lf�(ac)a, then the result is immediate, since the convex hull of flf�(ab); lf�(ac)gand the convex hull of flf 0�(ab); lf 0�(ac)g have disjoint interiors. Hence we can assume thatlf 0�(ac)a � lf�(ac)a � lf 0�(ab)a � lf�(ab)a:Let if and if 0 be the a-indices of f and f 0 respectively. If if = if 0 , then the a-polygons for fand f 0 are identical. Otherwise, if > if 0 since f � f 0. Let s be the edge connecting vf 0 to themidpoint of lf 0�(ac); clearly we have �xy(vf ) 2 �xy(s) since �f > �f 0 . Furthermore we havevf � s, since lf�(ab) � lf 0�(ab) and lf�(ac) � lf 0�(ac) with inequality holding in at least one case.lf (�) � lf 0(�) follows easily.3., 4. Immediate. �6.3 Vertical orderingIt is tempting to de�ne �(f) = S�2Tf lf (�). By lemma 6.2(2), this de�nition would preserve orcollapse vertical order (in the sense of theorem 2.1) among lifted triangles. However, order wouldnot necessarily be preserved between lifted triangles and rounded edges or vertices. To see why, lete be an edge of Tf with two triangles � and �0 incident. It is possible that there is an isolated edgee� 2 P �e with no facet of P incident (or similarly an edge e� of facet f 2 Pe n (P� [ P�0), i.e. f hastwo edges projecting and snap-rounding to e). It is furthermore conceivable that e� � f but thatboth lf�(e) � �(e�) and lf�0(e) � �(e�). With the tempting de�nition above, the vertical orderbetween e� and f would not be preserved by rounding. The solution, given below, is to speciallyde�ne lf (e) as a (triangulated) vertical polygon, and include lf (e) in �(f). Similarly, for a vertexv 2 T , lf (v) is de�ned as a vertical chain. We remark that in consequence �(f) may not be a2-manifold; it may include vertical chains and polygons over vertices and edges of T .17



For a facet f , let Ef (v) be all endpoints of edges flf�(e) : e;� 2 Tg over v (clearly edge e mustbe incident to v and �). De�neaf (v) = min�f�(v�) : v� 2 P �v and v� � fg [Ef (v)�bf (v) = max�f�(v�) : v� 2 P �v and v� � fg [Ef (v)�:Informally, af (v) is the lowest snap-rounding over v of a vertex on or above f ; similarly Bf (v) isthe highest snap-rounding over v of a vertex on or below f . Easily af (v) � bf (v). The lifting ofvertex v for facet f , lf (v), is the subchain of V C(v) connecting af (v) and bf (v).For a facet f and an edge e of Tf , let Ef (e) = flf�(e) : � incident to e in Tfg. Clearly, thereare are zero, one, or two edges in Ef (e) as there are zero, one, or two triangles incident to e in Tf .De�ne af (e) = min�f�(e�) : e� 2 P �e and e� � fg [Ef (e)�bf (e) = max�f�(e�) : e� 2 P �e and e� � fg [Ef (e)�:Notice that if Ef (e) is empty, then there must be some edge of e� 2 P �e incident to f , so af (e) andbf (e) are distinct from ? and >, respectively. The lifting of edge e for facet f , lf (e), is all edgesand vertices w of V C(e) satisfying bf (e) � w and w � af (e).Lemma 6.3 Suppose w is a vertex or edge of T , w� 2 P �w, and f is a facet of P . Then w� � fimplies �(w�) � lf (w) and w� � f implies �(w�) � lf (w).Proof: By construction. �Lemma 6.4 Let f be a facet of P and w a vertex or edge of Tf . Then d(lf (w); f) � �.Proof: Similar to the proof of lemma 5.1. �For each facet f of P , de�ne�(f) = [w2Tf lf (w);where w varies over vertices, edges, and triangles. It is easy to check that �(f) is a subdivision.Lemma 6.5 If f; f 0 are cells of P and f � f 0, then �(f) � �(f 0).Proof: The lemma follows from lemmas 6.1 and 6.3 if one of f and f 0 is a vertex or edge. So supposeboth are facets. For each triangle � in both Tf and Tf 0 , lf (�) � lf 0(�) by lemma 6.2. Suppose eis an edge in both Tf and Tf 0 . If there is a triangle � in both Tf and Tf 0 incident to e, lemma 6.2again implies lf (e) � lf 0(e). Otherwise, up to symmetry, there is an edge e� 2 P �e bounding f withe� � f 0, so by lemma 6.3, �(e�) � lf 0(e). Since e� � f , �(e�) � lf (e), and lf (e) � lf 0(e). A similarargument shows that if v is a vertex in both Tf and Tf 0 , then lf (v) � lf 0(v). Hence �(f) � �(f 0).� 18
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Figure 10: C is the chain c0c1, : : :, ck�1ck; edge E is e0ek.6.4 The subdivision QLet Q = [f �(f);where f varies over all facets of P . It is easy to check that Q is a subdivision and that � is anembedding of P into Q.Lemma 6.6 Q has O(n4) cells and can be computed in time O(n4).Proof: For each facet f of P , Tf has O(n2) triangles �. By lemma 6.2, lf (�) has O(n) cells.Hence �(f) has O(n3) cells, for a total of O(n4) over all facets of f . Q can easily be computed inthe same time. �7 Hausdor� distanceIt is immediate from lemmas 6.2 and 6.4 that d(�(f); f) � �. In this section we show thatd(f; �(f)) � �, implying dH(�(f); f) � � and completing the proof of theorem 2.1. This part ofthe proof has a topological 
avor.To illustrate the proof, we �rst give a one-dimensional analogue. Suppose we have a line segmentE = e0ek and a polygonal chain C = c0c1; c1c2; : : : ; ck�1ck satisfying1. d(ci; E) < �, and2. d(e0; c0) < � and d(ek; ck) < �;See �gure 10. Note that (1) immediately implies d(C;E) < � using proposition 3.1; we wish toestablish d(E;C) < � (which is clearly false without condition (2)).The proof is sketched as follows, using the same terminology as the two-dimensional case below.For i = 1; : : : ; k�1, choose ei as the point of E closest to ci, then d(ci; ei) < � for all i = 0; : : : ; k.19



Let A be a chain of k (abstract) edges, A = a0a1; : : : ; ak�1ak. We can view C and E as embeddings�C and �E of A, i.e. �C(ai) = ci and �E(ai) = ei. Then we have easily (compare lemma 7.3)(a) �E(A) � E and �E(A) covers E, i.e. �E maps the endpoints of A to the endpoints of E.(b) Embeddings �E and �C are close, i.e. d(�C(ai); �E(ai)) < � for i = 0; : : : ; k.Item (a) implies that E = �E(A) (compare lemma 7.1) while (b) implies that dH(�E(A); �C(A)) < �(compare lemma 7.2); these two assertions together yield the desired conclusion.We now return to the two-dimensional case. An abstract triangle, �abc, is a cyclically orderedset of distinct abstract vertices a; b; c (so �abc = �bca = �cab 6= �acb); �abc has directed edgesab, bc, and ca. An abstract triangulation A is a set of abstract triangles so that for each directededge ab, there is a unique triangle with directed edge ba. An abstract triangulation A has boundary@A = fa0a1; a1a2; : : : ; aka0g if there is a distinguished vertex i (the point at in�nity) so that�ia1a0, : : :, �iakak�1, �ia0ak are exactly the triangles that have i as a vertex. An embedding� of an abstract triangulation is a mapping from vertices (except the point at in�nity) into R3 .Embedding � extends to edges, triangles, and all of A: �(ab) = �(a)�(b), �(�abc) is the convexhull of f�(a); �(b); �(c)g, and �(A) = S�2A �(�). Embedding � may map two vertices to the samepoint of R3 , cause two triangles to intersect, etc.Let � be an embedding of triangulation A with boundary @A and let f be a facet of P ; � coversf if �(v) 2 f for all vertices v 2 A; �(@A) = @f ; and for distinct edges e; e0 of @A, �(e) and �(e0)have disjoint interiors.Lemma 7.1 Let � be an embedding of A. If � covers f , then f = �(A).Proof: Clearly �(A) � f . For the converse, let p 2 f . Choose a directed line l through p inthe plane of f so that l avoids all vertices of �(A). Choose an arbitrary orientation of the planethrough f . Consider the directed graph whose nodes are the triangles � of A so that �(�) \ l 6= ;and whose arcs are directed from a triangle �abc to a triangle �acd if a lies to the left of l andc to its right. Clearly each triangle has indegree at most one and outdegree at most one. Thereis a unique edge in @A that contains the �rst point of l \ f ; hence there is a unique triangle �0of indegree 0. Similarly, there is a unique triangle �k of outdegree 0. Hence there is a path oftriangles �0;�1; : : : ;�k. Consider the edges ei = �(�i)\ l. Consecutive edges share endpoints, sothe union of the edges is l \ f . Hence p 2 ei, some i, and p 2 �(�i) � f . �An embedding �̂ of A is close to embedding � if for all vertices v of A, d(�̂(v); �(v)) < �.Lemma 7.2 If embeddings �; �̂ of A are close, then dH(�(A); �̂(A)) < �.Proof: Immediate using proposition 3.1. �Lemma 7.3 For each facet f of P , there is an abstract triangulation A and close embeddings �; �̂so that �̂ covers f and �(A) � �(f). 20
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Figure 11: Abstract triangulation A. Outer solid cycle is copy of @f ; middle solid cycle is copy of�(@(f); inner polygons are copies of lf (�) and lf (�0) (internal edges not shown). Dotted edges areconnecting triangulation edges.Proof: We �rst assume that Tf has at least one triangle and that every edge of Tf is incident toa triangle. A is obtained by pasting together various subtriangulations, using Tf as a guide. Foreach triangle � in Tf , A has an abstract copy of lf (�), i.e. a set of abstract triangles with the sameincidence structure as lf (�); � maps each abstract vertex to the corresponding vertex of lf (�).A contains an abstract copy of �(@f), i.e. an abstract cycle formed from a copy of �(e) for eachedge e in @f ; � maps each abstract vertex to the corresponding vertex of �(@f). The boundary ofA is formed by an abstract copy of @f ; � maps each abstract vertex to the image under � of thecorresponding vertex of @f . (Each edge in the boundary of A forms a triangle with the point atin�nity.)The abstract copies are connected together as follows. For each internal edge e between twotriangles � and �0, the abstract copies of lf�(e) and lf�0(e) are connected with intermediateabstract triangles (see �gure 11). Similarly, e is a boundary edge of Tf and is incident to a triangle�, the abstract copies of �(e) and lf�(e) are connected by intermediate abstract triangles. For eachvertex v of Tf , the vertices of A that are abstract copies of v have been connected to form a cycle;this cycle is now triangulated. Finally, the cycles formed by abstract copies of @f and �(@(f)) areconnected: each copy of a vertex v 2 @f is connected by an edge to the copy of �(v) 2 �(@(f)),and each copy of an edge e 2 @f is connected by intermediate triangles to is connected to the copyof �(e) 2 �(@(f)).Clearly we have �(A) � �(f). De�ne �̂ on @A by mapping the copy of a vertex v 2 @f to v;de�ne �̂ elsewhere by mapping abstract vertex u 2 A to the closest point on f to �(u). Clearly �̂covers f and is close to �.If Tf has an edge e without incident triangles, the approach is similar, using an abstract copyof lf (e). The case that Tf consists of a single vertex can be handled trivially. �Corollary 7.4 If f is a facet of P , then dH(f; �(f)) < �.21



Proof: Immediate from lemmas 7.1, 7.2, and 7.3. �8 DiscussionIt may be possible to improve the worst-case bounds given in theorem 2.1. For example, the O(n4)bound on the size of Q could be an artifact of vertical projection; perhaps an O(n3) bound couldbe obtained by using di�erent projection directions in di�erent places, each tuned to the localcon�guration. Obtaining a worst-case bound below O(n3) seems very challenging. It would bedesirable to remove the extra dlog2 ne+2 bits needed for vertex coordinates; again, this may be anartifact of vertical projection. Finally, it would be desirable to guarantee that the rounded imageof a facet at least was locally a 2-manifold.A programmer would probably prefer a simple rounding algorithm, even at the expense ofdegraded worst-case bounds, as long as the typical-case bounds are reasonable. One reason thatthe rounding algorithm is complicated is the need to avoid edge crossings. Milenkovic [17] suggestsrounding existing vertices to integer coordinates. If two rounded edges cross, then a vertex ofintersection is added, with coordinates computed exactly. This would require a constant-factorincrease in the bit-length of some vertex coordinates, and hence of some predicate evaluations.However, the maximum required bit-length is still bounded, and perhaps the increased-lengthcalculations are relatively infrequent. Perhaps this approach can lead to a practical roundingalgorithm.References[1] H. Br�onnimann, M. Yvinec, E�cient exact evaluation of signs of determinants, Proc. Thir-teenth Ann. Symp. Comp. Geom, pp. 166-173, 1997.[2] H. Br�onnimann, I. Emiris, V. Pan, S. Pion, Computing exact geometric predicates usingmodular arithmetic with single precision, Proc. Thirteenth Ann. Symp. Comp. Geom, pp.174{182, 1997.[3] K.L. Clarkson, Safe and e�ective determinant evaluation, 33th Symp. on Found. Comp. Sci.387{395, 1992.[4] S. Fortune, Robustness issues in geometric algorithms, Applied computational geometry: to-wards geometric engineering, pp. 9{14, Lecture notes in computer science 1148, M. Lin, D.Manocha, eds., Springer-Verlag, 1996.[5] S. Fortune, Polyhedral modelling with multiprecision integer arithmetic, Computer-Aided De-sign, 20:123{133, 1997.[6] S. Fortune, C. Van Wyk, Static analysis yields e�cient exact integer arithmetic for computa-tional geometry, ACM Trans. Graphics, 15(3), pp. 223{248, July 1996.[7] M. Goodrich, L. Guibas, J. Herschberger, P. Tanenbaum, Snap-rounding line segments e�-ciently in two and three dimensions, Proc. Thirteenth Ann. Symp. Comp. Geom, pp. 284{293,1997. 22



[8] D. Greene, F. Yao, Finite-resolution computational geometry, Proc. 27th IEEE Symp. Found.Comp. Sci., pp. 143{152, 1986.[9] D. Greene, Integer line segment intersection, unpublished manuscript.[10] L. Guibas, D. Marimount, Rounding arrangements dynamically, Proc. Eleventh Ann. Symp.Comp. Geom, pp. 190{199, 1995.[11] J. Hobby, Practical segment intersection with �nite precision output, Computational geometry:theory and applications, to appear.[12] C. Ho�mann, The problems of accuracy and robustness in geometric computation, Computer22:31{42, 1989.[13] P. Jaillon, Proposition d'une arithm�etique rationnelle paresseuse et d'un outil d'aide �a la saised'objets en synth`�ese, Ecole Nationale Superieure des Mine de Saint-Etienee, 1993.[14] M. Karasick, D. Lieber, L. Nackman, E�cient Delaunay triangulation using rational arith-metic, ACM Trans. Graphics 10(1):71{91, 1990.[15] V. Milenkovic, Veri�able implementations of geometric algorithms using �nite precision arith-metic, Arti�cial intelligence, 37:377{401, 1988.[16] V. Milenkovic, Rounding face lattices in d dimensions, Abstract for Second Canadian Compu-tational Geometry Conference, 1990.[17] V. Milenkovic, private communication, 1996.[18] V. Milenkovic, Shortest path geometric rounding, to appear, Algorithmica.[19] V. Milenkovic, L. Nackman, Finding compact coordinate representations for polygons andpolyhedra, IBM J. Res. Dev. 34(5):752{768, 1990. A version also appeared in Proc. SixthAnn. Symp. Comp. Geom. 244{252, 1990.[20] J. Shewchuk, Adaptive precision 
oating-point arithmetic and fast robust geometric predicates,Disc. Comp. Geom, 18(3), 303{363, 1997.A Proof of lemma 4.2Proof: Let e have endpoints u and u0, e� have endpoints E and E0, and d� have endpoints D andD0, where D;E 2 column(u) and D0; E0 2 column(u0). By the de�nition of P �, d� and e� eachintersect only a single voxel of column(u) and a single voxel of column(u0). By clipping d� and e�slightly, we can assume that D and E lie on a bounding facet of column(u) and D0 and E0 lie on abounding facet of column(u0).We write e.g. Dx for the x-coordinate of D. Without loss of generality we can assume Dx <D0x, Dy < D0y, Dz < D0z, and since �(d�) and �(e�) cross, we can assume that Ez > Dz andE0z < D0z. It cannot be that uy = u0y, for then D;D0; E;E0 would lie on facets of column(u) andcolumn(u0) parallel to the xz-plane, and �xz(d�) and �xz(e�) would cross, which is impossible by23
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D0VFigure 12: Case (1) of the proof of lemma 4.2.the construction of P �. Similarly ux 6= u0x, and we can assume that ux < u0x and uy < u0y. ThusD and E must either lie on the xz-facet of column(u), that is, the facet of column(u) parallel tothe xz-plane on the +y side of column(u), or the yz-facet on the +x side. Similarly D0 and E0 lieeither on the xz-facet on the �y side of column(u0) or the yz-facet on the �x side.The proof now splits into two rather di�erent cases, depending on whether Ez < E0z or Ez > E0z.Case 1 (Ez < E0z): We have Dz < Ez < E0z < D0z . By the construction of P �, �xz(d�) and�xz(e�) do not cross. We assume �xz(e�) � �xz(d�); the other case is symmetric, as will be evidentmomentarily. See �gure 12. Since �xz(e�) � �xz(d�) and D0z > E0z, we must have D0x > E0x. HenceD0 lies on the xz-facet of column(u0). The plane through the xz-facet intersects e� at some pointwith z-coordinate below D0z (since this is true for all points of e�), hence �yz(d�) � �yz(e�). Bya similar argument, D lies on the yz-facet of column(u). E and E0 could be on either facet ofcolumn(u) and column(u0), respectively. See also �gure 2. (The case �xz(e�) � �xz(d�) would besymmetric, with �yz(d�) � �yz(e�).)Assume that the angle � between the y-axis and the line through �xy(d�) is at most �=4; weshow d(�(E); d�) � �. (The case � 2 [�=4; �=2] implies d(�(E0); d�) � �.) Let V be the pointof d� with the same y-coordinate as E; certainly Vz > Ez. We have d(�xy(E); �xy(D)) < 1 andd(�xy(E); �xy(V )) < 1 since jEy�Dyj < 1 and � < �=4. We also have Dz < Ez < Vz; let W be thepoint on edge DV with the same z-coordinate as E. By proposition 3.1, d(�xy(E); �xy(W )) < 1,thus d(E;W ) < 1, d(E; d�) < 1, and d(�(E); d�) < 3=2 = �.Case 2 (E0z < Ez): We cannot have E0x = D0x, else �xy(d�) and �xy(e�) would cross. Sup-pose E0x > D0x. Then we have E0 on the xz-facet of column(u0). Furthermore Ez > E0z and�xz(e�) � �xz(d�), since �xz(d�) and �xz(e�) do not cross. We cannot also have D0 on the xz-facet of column(u0), else �yz(d�) and �yz(e�) would cross. Hence D0y > E0y. See �gure 13. (Thecase E0x < D0x would be symmetric, leading to D0y < E0y and D0 and E0 interchanging facets ofcolumn(u0).)Let Ê be the point on e� with the z-coordinate D0z and D̂ be the point on d� with z-coordinate24
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Figure 13: Case (2) of the proof of lemma 4.2. Solid outlines column(u0).D0 E0d� e�D̂ Ê u0 +y +x
Figure 14: Case (2) of the proof of lemma 4.2. Projection onto the xy-plane. The solid square ispixel(u).E0z. Then Êx > D0x > D̂x and D̂y > E0y > Êy.The remainder of the argument occurs in the xy-plane (�gure 14). We havemin(D̂y � Êy; Êx � D̂x) < 1since d(�xy(D̂); �xy(e�)) < 1 and �xy(e�) has positive slope in the xy-plane. Hence we have eitherd(D̂; column(u0)) < 1 or d(Ê; column(u0)) < 1. It correspondingly follows that either d(�(E0); d�) �3=2 = � or d(�(D0); e�) � 3=2 = �. �
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B Symbol crossreferenceSymbol Section Commentd(�; �) 2 L1 distance (asymmetric for sets)dH(�; �) 2 Hausdor� distance (symmetric for sets)�, � 2 vertical order�xy 2 projection on the xy planeAp 2 the point of A with xy-projection pP 2 original subdivisionQ 2 rounded subdivision� 2 the distance bound (3/2)� 2,6 embedding of P into Q>, ? 3 symbolic sets at top and bottom of vertical order� 4 (naive) 3d snap roundingP � 4.1 re�nement of edges and vertices of Pe� 4.1 (re�ned) edge of P �Tf 4.1 triangulation of snap-rounding of projection of fP �e 4.1 edges of P � that project and snap-round to eP �v 4.1 vertices of P � that project and snap-round to vFe 4.1 facets f of P that have e 2 TfF� 4.1 facets f of P that have � 2 Tf� 4.1 modi�ed snap rounding on edgescf (e) 5.2 default choice for edges lf�(e)Le 5.3 all de�ned edges over eV C 6.1 vertical carrierlf�(e) 6.2 lifting of edge e of � for facet flf (�) 6.2 lifting of triangle � for facet flf (e) 6.3 lifting of edge e for facet flf (v) 6.3 lifting of vertex v for facet f

26


