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Background:
Dynamic Device Ensembles



The Challenge, in a Nutshell 

! You walk into the conference room,
you connect your notebook to the projector,
and what you get is: …

+ + = ?



The Challenge, in a Nutshell 

! … and what you really wanted, was this:

! … why don‘t you get this?

! The devices in your environment are not able to assist.

! The devices in your environment do not support spontaneous cooperation.

! Needed: techniques for the (1) spontaneous (2) cooperative (3) assistance of devices

+ + = ? MuSAMA:
Multimodal Smart Appliance Ensembles
for Mobile Applications

Sprecher: Thomas Kirste
Eingereicht von Hochschullehrern der Universität Rostock



The UbiComp Vision

! “digital intelligence” everywhere

! Why? – Invisible and unobtrusive 
support of everyday activities: 
Ubiquitous Assistance

Challenge?

! How do you interact with invisible 
devices?

! How do you use functionality
you‘re not aware of? …

! … and that is distributed across 
hundreds of devices?

„Ubiquitous Computing enhances 
computer use by making computers 
available throughout the physical 
environment, while making them 
effectively invisible to the user“

 (M. Weiser)
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(c) Philips



The Ensemble Challenge

Personal Ensemble
Environment Ensemble

User Personal

Environment

ad-hoc Ensemble

! How can the ensemble find out, 
what the user would want, if he 
knew, what he could want?

! And how then would the 
ensemble determine, how achieve 
this what?

! How to answer these two 
questions, without requiring 
global / centralized knowledge 
about the user and the 
capabilities of the ensemble?



NWU Intelligent Classroom

! Classroom knows the speakers strategies for presenting things

! Classroom knows, which physical events (location changes, pointing gestures, 
keywords) accompany a state transition in the speaker's presentation process

! The classroom is able to infer the speaker's current presentation goal

! The classroom performs actions (e.g., zooming in) that support this goal without 
requiring explicit interaction.

! [Franklin & Hammond, Northwestern University, 2001]

www.cs.northwestern.edu/~franklin/iClassroom/index.html
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EMBASSI Smart Living Room

www.embassi.de, 1999–2003
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“Brighter!”



Microsoft's “EasyLiving”
! A prototype architecture and technologies 

for building intelligent environments.

Key features include:

! XML-based distributed agent system

! Computer vision for person-tracking and visual user 
interaction.

! Multiple sensor modalities combined.

! Use of a geometric model of the world to provide 
context.

! Automatic or semi-automatic sensor calibration and 
model building.

! Rule-based definition of automatic behavior.

! Fine-grained events and adaptation of the user 
interface.

! Scenarios: Teleporting, Light Control 

! www.research.microsoft.com/easyliving
[Brumitt et al, 2000]
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Numerous other Initiatives

! InHaus (D)

! Aware Home (USA)

! Adaptive House (USA)

! iWork (USA)

! Elder Care Nursing Environment (JP)

! iDorm, MavHome, …
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Controlling
Dynamic Device Ensembles



Smart Environment Control: Approaches

! Current approaches rely on human assistance for device coordination

! Problems for Ubiquitous Assistance:

! Can‘t learn from user – devices are invisible and unknown to user

! Can‘t learn from developer – ensemble composition is dynamic and can‘t be anticipated

! Consequence:

! Device Ensemble must be able to autonomously generate control strategies

! Challenge: Is this really possible?

! How to find out what the user wants to be done

! How to develop a strategy for achieving the required assistance

12

2 Table

Project Intention Analysis Device Coordination Coordinator

MavHome, UTA Learning and Prediction, ALZ Learned Procedures Learned from User
The Adaptive House, Boulder Learning and Prediction, NN Learned Procedures Learned from User
The Aware Home, GaTech Context Widgets; MySQL Rule Set (manually eng.) System Designer
Easy Living, MicroSoft Geometry Model Rule Set (manually eng.) System Designer
AIRE, MIT Oxygen Rule-based Programming Rule Set (manually eng.) System Designer
Intelligent Classroom, NWU Plan Recognition Rule Set (manually eng.) System Designer

Programmierungstechnik II; SS06 2
www.informatik.uni-rostock.de/mmis/courses/ss06/23002/



Background: EMBASSI (bmbf)

! EMBASSI = Electronic Multimedia 

Operating- and Service-Assistance

! 19 Partners from industry and academia

! Oct 1999 –  Sep 2003

! 4.5 M! funding p.a. (50%), 36 M! total budget

! Goals:

! Make networked technical infrastructures of 
the everyday life usable for everyone

" Consumer Electronics, Home Environment

" Automotive

" Terminals, PoS/PoI

! Investigate potential architectural and 
conceptual frameworks

! In addition:

" Multimodal / Multimedia components 
(gesture rec, face rec, avatars, …)

" Psychological / Usability Evaluations

" Universal Accessibility

" Design Tools

www.embassi.de



 

How to represent user needs?

! In general, ensemble membership is
unknown to both user (invisibility)
and system designer (dynamics)
! So, user‘s needs can‘t be defined procedurally

" no way of listing the functions of the devices to execute, if you don‘t know what 
devices will be available

! Need a declarative representation of user needs

" state desired effects, what to achieve, not how to achieve (”Brighter!“)

! Goals:

Statements about variables of user‘s personal 
environment that should become true
! Based on declarative goals, an ensemble may (within limits) autonomously compute 

appropriate procedures

14

! How to find out what the 
user wants to be done

! How to develop a strategy 
for achieving the required 
assistance



 

“Goal-based interaction” [EMBASSI, ~2001]

! 3. Intention Analysis:
identifies desired goal states (in 
terms of the state of user‘s personal 
environment)
! move from device- to user-oriented vocabulary

! Strategist:
fills in operations of the devices 
required for reaching the state

! Two-stage strategist:
! 1. Select actions

! 2. Allocate ensemble resources (focus)
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1. Select and Chain Actions
Approach:

! Provide a common model for the 
environment state (“Environment 
Model”)

! This is not trivial … not with 19 partners …

! Describe the semantics of an appliance  
action as preconditions and effects with 
respect to the environment model 

! Represent goals as constraints on the 
allowed values of the environment’s state 
variables

! Allows to employ planning algorithms 
(e.g., partial order planning) for creating 
multi-appliance strategies for the current 
ensemble
! [Heider & Kirste, ECAI‘02]
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“Brighter” example operators (excerpt)

;world model

(:axiom

:if (not (exists ?x (env-light-contrib ?x)))

:then (and (not (env-light high))

           (env-light low))

(:axiom

:if (exists ?x (env-light-contrib ?x))

:then (and (not (env-light low))

           (env-light high))

;lamp's action

(:action turn-down :parameters (?l - lamp)

    :precondition (state ?l on)

    :effect (and (not (state ?l on))

                 (state ?l off)

                 (not (env-light-contrib ?l))))

;shutter's action

(:action close :parameters (?s - shutter)

    :precondition (open ?s)

    :effect (and (not (open ?s)) (closed ?s))) 

(:axiom :vars (?s - shutter)

    :if (or (time night) (closed ?s))

    :then (not (env-light-contrib ?s)))

;tv set action

(:action turn-brighter :parameters (?t - tv-set)

    :precondition (or (< (brightness ?t)

                         max-brightness)

                      (env-light low))

    :effect (= (brightness ?t) max-brightness))



 

2. Allocate Resources
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! Situation:
! There is more than one device able to perform a given action

(such as displaying a multi-medium)

! Challenge:
! Assigning the task to a device (or combination of devices) that will provide the best 

performance in executing the action

! Resolve competition between devices



 

Device Scenario:
Multi-Display-Environments



2. Allocate Resources. Scenario:
Multi-Display Environments
! Environments with numerous public and 

private displays

! Active research topic since UbiComp‘04

! Challenge:

! How to allocate documents to displays in order to 
optimally satisfy users‘ information needs?

! Question:

! Is it possible to assist teams in effectively using 
multi-display environments for working together?

" without distracting the team from its original 
task through having to fiddle around with the 
display infrastructure

! Main alternative

" Manual vs. automatic assignment of 
information to displays

19

Next-generation conference rooms are often designed to anticipate 
the onslaught of new rich media presentation and ideation systems.  
Throughout the past couple of decades, many researchers have 
attempted to reinvent the conference room, aiming at shared online 
or visual/virtual spaces, smart tables or walls, media support and 
tele-conferencing systems of varying complexity [1, 4, 27].  
Current research in high-end room systems often features a 
multiplicity of thin, bright display screens (both large and small), 
along with interactive whiteboards, robotic cameras, and smart 
remote conferencing systems [7, 8, 14, 15, 26].  Added into the 
mix one can find a variety of meeting capture and metadata 
management systems, automatic or not, focused on capturing 
different aspects of meetings in different media: to the Web, to 
one's PDA or phone, or to a company database [20]. Smart spaces 
and interactive furniture design projects have shown systems 
embedded in tables, podiums, walls, chairs and even floors and 
lighting  [16, 19, 24]. 
 
Exploiting the capabilities of all these technologies in one room, 
however, is a daunting task.  For example, faced with three or 
more display screens, all but a few presenters are likely to opt for 
simply replicating the same image on all of them.  Even more 
daunting is the design challenge:  how to choose which capabilities 
are vital to particular tasks, or for a particular room, or are well 
suited to a particular culture. The task becomes complicated since 
such conference rooms are often used for distributed meeting 
where all end-points differ. 
 
At the same time, creating engaging meeting experiences can 
increase both knowledge transfer and knowledge retention [17]. 
The incorporation of media-rich engagement strategies in meetings 
creates a need to provide meeting participants with appropriate 
tools for managing these media. Finally, many factors will make 
distributed meetings more frequent: globalization, rising cost of 
transports, not to mention epidemics or terrorism which sometimes 
freeze travel. 
 
Research in areas such as context-aware computing, interactive 
furniture/smart environments, and mobile devices is moving 
rapidly. People expect to find the adaptable ease of use that they 
get from their personal devices in all the technology they 
encounter.  
 
We are confident that a lively and useful discussion will be 
engendered by bringing lessons learned from recent ubicomp 
research in usability, multimedia applications, and social software 
to ongoing research in conference rooms systems. Although both 
usability and conference room technology have been a rich area for 
research for a number of years, applied usability for smart rooms 
has not been specifically addressed in the UbiComp community as 
a workshop. 
 
This workshop combines some of the themes of past UbiComp 
workshops such as "Ubiquitous Display Environments" (2004),  
"Interactive Tables and Walls" (2002) and the "UbiSys" systems 
support series (2003 – 2004) with the usability focus of the 
workshops “User-Centered Evaluation of Ubiquitous Computing 
Applications” (2002)   and “Evaluation Methods for Ubiquitous 
Computing” (2001).  Usability is an applied focus for integrating 
architecture and tangible media, information design and display, 
and mobile and computer-mediated communications in the design 
of the next-generation conference room. 

 

 

Figure 1. Usability nightmare:  multiple screens (five screens of 
various sizes and shapes, including a podium screen) for using rich 
media in a conference room. What goes where? How can such a 
complex environment be designed for maximum usability? Is this 
design viable across cultures?   
 
 

2   Workshop activities and goals 

The aim of this workshop is to bring together researchers and 
practitioners working in a variety of disciplines that impact design, 
technology implementation, and especially the usability and 
evaluation of next-generation conference rooms.   We expect a 
highly interactive atmosphere to encourage a lively discussion and 
exchange of ideas.   

Activities:   

One function of this workshop is to collect “lessons learned” in 
usability from smart conference room research to date, and develop 
a shared definition of ongoing research areas going forward. We’ll 
begin with brief reviews of and remarks on salient research; a few 
lightning demos; discussions (alternating between breakout teams 
to identify and classify areas of interest, and larger whole-group 
discussions) and finally proceed to a collation of ideas, charting a 
roadmap for continued research. The session will also provide a 
quick “state of the art” overview to participants. 

Focus will be on discussion and idea sharing, rather than 
presentation. However, to establish a basis for conversation, the 
first part of the workshop will be a round-robin introductory 
session (a couple of minutes per participant), immediately followed 
by a subset of invited panels, demonstrations and/or (very) short 
talks on workshop sub-topics, which will serve as provocations and 
points of departure for later discussion. The scope of interest 
includes but is not limited to (in no particular order):   

• Usability design in next-generation conference rooms 

• Social requirements for formal and informal meetings 

Maribeth Back et al, UbiComp’06 Workshop on
Next Generation Conference Rooms



 

Example Multi-Display Environments
iRoom, Stanford

Smart Appliance Lab, Rostock
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“Management Cockpit” at Iglo-Ola, Unilever Belgium

! Conjecture:
! MDEs are not just about one presenter using multiple 

displays for delivering carefully authored content to an 
audience

! MDEs should support teams of users jointly exploring 
knowledge, comparing options, trying to settle 
controversies

! Requirement: MDE should support teams where

" Members have overlapping, but not identical 

„regions of interest“ ! resource conflicts

" Regions of interest are not known in advance

" Regions of interest change in the course of action



 

The Display Mapping problem

! Example
! A meeting room with multiple screens 

(s1-s3), 2 users (u1, u2) and some 
documents (d1-d3)

! User u1 is interested in d1 and d2, and  
u2 is interested in d1 and d3

! d1 is very important to user u1

! Challenge:
! find a mapping from displays to 

documents that maximizes the 
visibility

! Observation:
! Assigning resources to actions is an 

optimization problem
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The Display Mapping problem

! Example
! A meeting room with multiple screens 

(s1-s3), 2 users (u1, u2) and some 
documents (d1-d3)

! User u1 is interested in d1 and d2, and  
u2 is interested in d1 and d3

! d1 is very important to user u1

! Challenge:
! find a mapping from displays to 

documents that maximizes the 
visibility

! Question:
! How to describe the optimization 

goal?
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Defining Quality of Display Mappings

! Mapping                             
! Maps Documents D to sets of Displays Y 

! Spatial Layout, qs(m):
! For documents of high importance to a user, displays should be preferred that 

provide a good visibility for the user (taking into account user & display pos.)

! Temporal Continuity, qt(m,m0):
! When considering a display for a document for a new mapping m, the system 

should prefer already existing assignments in the current mapping m0

! Semantic Proximity,  qp(m):
! Related documents should be presented close to each other to support the user in 

analyzing the semantic correlation between the documents.

! Overall Quality to maximize:

23
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Fig. 2. Mapping documents to displays. Initial situation (left) and optimal mapping

3 Defining Optimal Display Mapping

3.1 The Basic Concept

Consider the simple Display Mapping problem outlined in Figure 2, left. There
are two users u1, u2 sitting at a table and three displays y1, y2, y3 (for instance,
backprojection displays or simply screens with an associated projector). User u1

is interested in documents d1 and d2, user u2 is interested in d1 and d3. Also,
u1 has very high interest in d1 (maybe it is the presentation currently delivered
by u2). In this situation, considering the positions of users and displays, the
resulting display visibility, and the user’s information needs, an optimal mapping
of documents to the available display surfaces is given by the mapping outlined
in Figure 2 at right: u1 gets optimal visibility of his most important document
on y3 and acceptable visibility of d2 by looking sideways on y1. Similarly u2, gets
acceptable visibility of y1 and y3.

In order to enable an automatic assignment of documents to displays for a
team of users, we need an explicit notion of the “quality” of a given display map-
ping. In our current proposal for such a quality measure, we aim at considering
the following heuristics:

Spatial Layout: For documents of high importance to a user, displays should
be preferred that provide a good visibility for the user.

Temporal Continuity: When considering a display for a document, the sys-
tem should prefer already existing assignments.

Semantic Proximity: Related documents should be presented close to each
other to support the user in analyzing the semantic correlation between the
documents. (Semantic proximity is not yet part of our implementation.)

Let D , U , Y be the sets of documents, users, and displays, respectively. Then,
a display mapping is a function m : D → 2Y , which assigns documents to sets
of displays. For a given document d ∈ D , m(d) ∈ 2Y gives the set of displays
document d is assigned to. m(d) is a set of displays, as it sometimes clearlymakes sense to assign a document to more than one display. For the example

given in Figure 2, we have m = {d1 !→ {y3}, d2 !→ {y1}, d3 !→ {y2}}, so that
m(d2) = {y1}.

The overall quality of a display mapping m, given a previous mapping m0, is
then given by a function q(m,m0), which consists of three components: qs(m),
measuring the spatial quality, qt(m,m0), measuring the temporal continuity
(with respect to a previous mapping m0), and qp(m), measuring the seman-
tic proximity. In general, q(m,m0) may be an arbitrary complex function of
qs , qt , qp . However, we currently only consider a linear combination, so that

q(m,m0) = αqs(m) + βqt(m,m0) + γqp(m). (1)

The relative weights α, β, γ ∈ [0 . . 1] balance the influence of the three com-
ponents. (We currently use the ad-hoc choice α = 1 and β = 0.1. This choice
worked for our trial, but definitely this should be based on additional research.)

We will now briefly look at the component functions.

3.2 qs – Spatial Quality

Let impt(d , u) ∈ [0 . . 1] denote the importance of the document d to a user u
and let vis(y , u) ∈ [0 . . 1] the visibility of display y by user u. Then the spatial
quality achieved by a mapping m can be defined as

qs(m) =
∑

u∈U
d∈D

impt(d , u) ∗ max
y∈m(d)

vis(y , u) (2)

This definition represents the above spatial heuristic: in a good mapping, doc-
uments with high importance (for specific users) should be assigned to displays
with high visibility (for this user). In addition, if a document is assigned to mul-
tiple displays, only the best one for a given user is considered when computing
the quality for this user (this is the “max vis” term).

As a first approximation to computing vis we have chosen Lambert’s law of
reflection, which gives the visibility as cosine of the angle between the display’s
surface normal nd and the user’s forward vector. A similar approach has been
taken by the EasyLiving Geometry model [7].

Note that deriving a reliable estimation of impt in general may be a substan-
tial challenge – however, there may be additional informations available that can
be used as a surrogate (such as an agenda item listing a responsible person with
a number of associated documents, etc.). In our test, we have used a manual
importance assigment.

There are two possible extensions to qs that we will not consider here:

• Steerable projectors [8] – displays that are able to choose between different
display surfaces – introduce another level of complexity. Basically, vis is
decomposed into two components, measuring the visibility of the surface by
the user and the projection quality on the surface by the steerable projector.
Also, a surface mapping assigning projectors to surfaces has to be introduced.
A definition of qs considering this aspect can be found in [9].



 

Display-Quality: Spatial Layout

! Documents with a high importance (for specific users) 
should be assigned to displays with high visibility (for this 
user)
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Visibility:  vis: Display y ! User u ! [0…1]

Importance: impt: Document d ! User u  ! [0…1]

makes sense to assign a document to more than one display. For the example
given in Figure 2, we have m = {d1 !→ {y3}, d2 !→ {y1}, d3 !→ {y2}}, so that
m(d2) = {y1}.

The overall quality of a display mapping m, given a previous mapping m0, is
then given by a function q(m,m0), which consists of three components: qs(m),
measuring the spatial quality, qt(m,m0), measuring the temporal continuity
(with respect to a previous mapping m0), and qp(m), measuring the seman-
tic proximity. In general, q(m,m0) may be an arbitrary complex function of
qs , qt , qp . However, we currently only consider a linear combination, so that

q(m,m0) = αqs(m) + βqt(m,m0) + γqp(m). (1)

The relative weights α, β, γ ∈ [0 . . 1] balance the influence of the three com-
ponents. (We currently use the ad-hoc choice α = 1 and β = 0.1. This choice
worked for our trial, but definitely this should be based on additional research.)

We will now briefly look at the component functions.

3.2 qs – Spatial Quality

Let impt(d , u) ∈ [0 . . 1] denote the importance of the document d to a user u
and let vis(y , u) ∈ [0 . . 1] the visibility of display y by user u. Then the spatial
quality achieved by a mapping m can be defined as

qs(m) =
∑

u∈U
d∈D

impt(d , u) ∗ max
y∈m(d)

vis(y , u) (2)

This definition represents the above spatial heuristic: in a good mapping, doc-
uments with high importance (for specific users) should be assigned to displays
with high visibility (for this user). In addition, if a document is assigned to mul-
tiple displays, only the best one for a given user is considered when computing
the quality for this user (this is the “max vis” term).

As a first approximation to computing vis we have chosen Lambert’s law of
reflection, which gives the visibility as cosine of the angle between the display’s
surface normal nd and the user’s forward vector. A similar approach has been
taken by the EasyLiving Geometry model [7].

Note that deriving a reliable estimation of impt in general may be a substan-
tial challenge – however, there may be additional informations available that can
be used as a surrogate (such as an agenda item listing a responsible person with
a number of associated documents, etc.). In our test, we have used a manual
importance assigment.

There are two possible extensions to qs that we will not consider here:

• Steerable projectors [8] – displays that are able to choose between different
display surfaces – introduce another level of complexity. Basically, vis is
decomposed into two components, measuring the visibility of the surface by
the user and the projection quality on the surface by the steerable projector.
Also, a surface mapping assigning projectors to surfaces has to be introduced.
A definition of qs considering this aspect can be found in [9].
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Visibility: Lambert‘s Law of Reflection



Spatial Layout, Refined
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q(dm, ym) =
∑

u∈U
d∈D

impt(d, u) ∗ max
y∈dm(d)

(
vis(ym(y), u) ∗ rend(y, ym(y))

)

1 Überblick

Visibility vis : Surface s ×User u → [0; 1]

Projectability rend : Display y × Surface s → [0; 1]

Importance impt : Document d ×User u → [0; 1]

Display Map ym : Display → Surface

Document Map dm : Document → Display

Programmierungstechnik II; SS06 1
www.informatik.uni-rostock.de/mmis/courses/ss06/23002/

Why rend? Because:
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Fig. 3. Visibility & Projectability; our Steerable Projector

between Displays (devices which can present a document) and Surfaces (regions
in space on which a display renders a document). For some devices, mapping
from display to surface is fixed (i.e., a notebook display will always render on
the notebooks screen surface; a fixed beamer will always render on the screen it
is looking at), while for other devices it is variable (i.e., a steerable beamer that
can pick different screens to project on).

Let Y denote the set of displays and S the set of available (display) surfaces.
Furthermore, let rend(y , s) ∈ [0 . . 1] be the rendering quality achievable by
display y ∈ Y on surface s ∈ S (for devices with fixed display surface, rend will
be 1 for this surface and 0 everywhere else). We now have to replace sm by two
mappings: dm ∈ D → 2Y , mapping documents to sets of display devices, and
ym ∈ Y → S , mapping displays to surfaces. And our definition of q is changed
to

q(dm, ym) =
∑

u∈U
d∈D

impt(d , u) ∗ max
y∈dm(d)

(
vis(ym(y), u) ∗ rend(y , ym(y))

)
(2)

so that we now have to look for (dmmax , ymmax ) = arg max
dm∈D→2Y

ym∈Y→S

q(dm, ym).

As a first approximation to computing vis and rend , we have chosen Lam-
bert’s law of reflection, which gives the visibility (or rendering quality) as cosine
of the angle between the rendering surfaces’ surface normal ns and the vector
connecting the surface and the projector (resp. the user) – see Figure 3, left. A
similar approach has been taken by the EasyLiving Geometry model [11].

We would like to emphasize two points with respect to our definition of q :

• q has been defined completely independent from a concrete ensemble of users,
displays, documents, and surfaces. It describes the globally optimal behavior
for any possible ensemble. Once machinery is available for computing the
optimum for q , any ensemble will be able to behave optimally – as far as q
is a correct definition of an ensembles global optimum from the user’s point
of view.

to optimize, find



 

Computing Strategies
in an Ensemble



 

How to distribute strategy generation …
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! Naturally distributed problem
! projectors, screens, notebooks, …

! Can‘t assume central optimizer in a dynamic ensemble

! Can‘t assume global knowledge of device capabilities
! e.g., each projection surface may have its own specific visibility function (non-

Lambert reflectance, …); its own projectability function

! => can‘t assume a device to understand capabilities & contribution of other devices

! Challenge: How to compute dmmax, ymmax 
! in a distributed environment?

! where each device does only need to be able to assess  its own contribution to a 
solution?



 

! Basic Principle:

! Try multiple starting points and climb hills

Finding solutions for multiple devices …
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Multiple machines: search in parallel

! Still requires to understand global op set in each search procedure instance
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… or split search space.

! Still requires to understand global op set in each search procedure instance
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What we really would like to have:

! Distribution of search path generation across devices

! Each device only needs to understand its own operations‘ contribution to a solution
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Implementation Approach
! DGRASP – Distributed GRASP

[Heider & Kirste, PDCS‘06]

! Specifically for optimization
(Display Mapping)

! Achievable quality: ~ 98– 99% of max(q)

! Generic concept also usable for 
action planning

! Distributed POP

! Major challenge:
Exponential growth of paths

! Which proposal to pick?

" Best? Shortest? …

! Which action to select?

" Greedy? Stochastic?

! How to publish?

" To all? (Good in WLAN)

! When to discard paths?

! How to learn from previous solutions?
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Making Sure That
All of This is Any Good



Using Multi-Display Environments
! Environments with numerous public and 

private displays

! Challenge:

! How to allocate documents to displays in order to 
optimally satisfy users‘ information needs?

! Approach:

! Provide a formal concept of „optimal display 
mapping“ for multi-display environments

! Prove:

! Automatic assignment using above concept is better 
(at least as good as) manual assignment

! => Do a usability evaluation, comparing manual 
against automatic
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Next-generation conference rooms are often designed to anticipate 
the onslaught of new rich media presentation and ideation systems.  
Throughout the past couple of decades, many researchers have 
attempted to reinvent the conference room, aiming at shared online 
or visual/virtual spaces, smart tables or walls, media support and 
tele-conferencing systems of varying complexity [1, 4, 27].  
Current research in high-end room systems often features a 
multiplicity of thin, bright display screens (both large and small), 
along with interactive whiteboards, robotic cameras, and smart 
remote conferencing systems [7, 8, 14, 15, 26].  Added into the 
mix one can find a variety of meeting capture and metadata 
management systems, automatic or not, focused on capturing 
different aspects of meetings in different media: to the Web, to 
one's PDA or phone, or to a company database [20]. Smart spaces 
and interactive furniture design projects have shown systems 
embedded in tables, podiums, walls, chairs and even floors and 
lighting  [16, 19, 24]. 
 
Exploiting the capabilities of all these technologies in one room, 
however, is a daunting task.  For example, faced with three or 
more display screens, all but a few presenters are likely to opt for 
simply replicating the same image on all of them.  Even more 
daunting is the design challenge:  how to choose which capabilities 
are vital to particular tasks, or for a particular room, or are well 
suited to a particular culture. The task becomes complicated since 
such conference rooms are often used for distributed meeting 
where all end-points differ. 
 
At the same time, creating engaging meeting experiences can 
increase both knowledge transfer and knowledge retention [17]. 
The incorporation of media-rich engagement strategies in meetings 
creates a need to provide meeting participants with appropriate 
tools for managing these media. Finally, many factors will make 
distributed meetings more frequent: globalization, rising cost of 
transports, not to mention epidemics or terrorism which sometimes 
freeze travel. 
 
Research in areas such as context-aware computing, interactive 
furniture/smart environments, and mobile devices is moving 
rapidly. People expect to find the adaptable ease of use that they 
get from their personal devices in all the technology they 
encounter.  
 
We are confident that a lively and useful discussion will be 
engendered by bringing lessons learned from recent ubicomp 
research in usability, multimedia applications, and social software 
to ongoing research in conference rooms systems. Although both 
usability and conference room technology have been a rich area for 
research for a number of years, applied usability for smart rooms 
has not been specifically addressed in the UbiComp community as 
a workshop. 
 
This workshop combines some of the themes of past UbiComp 
workshops such as "Ubiquitous Display Environments" (2004),  
"Interactive Tables and Walls" (2002) and the "UbiSys" systems 
support series (2003 – 2004) with the usability focus of the 
workshops “User-Centered Evaluation of Ubiquitous Computing 
Applications” (2002)   and “Evaluation Methods for Ubiquitous 
Computing” (2001).  Usability is an applied focus for integrating 
architecture and tangible media, information design and display, 
and mobile and computer-mediated communications in the design 
of the next-generation conference room. 

 

 

Figure 1. Usability nightmare:  multiple screens (five screens of 
various sizes and shapes, including a podium screen) for using rich 
media in a conference room. What goes where? How can such a 
complex environment be designed for maximum usability? Is this 
design viable across cultures?   
 
 

2   Workshop activities and goals 

The aim of this workshop is to bring together researchers and 
practitioners working in a variety of disciplines that impact design, 
technology implementation, and especially the usability and 
evaluation of next-generation conference rooms.   We expect a 
highly interactive atmosphere to encourage a lively discussion and 
exchange of ideas.   

Activities:   

One function of this workshop is to collect “lessons learned” in 
usability from smart conference room research to date, and develop 
a shared definition of ongoing research areas going forward. We’ll 
begin with brief reviews of and remarks on salient research; a few 
lightning demos; discussions (alternating between breakout teams 
to identify and classify areas of interest, and larger whole-group 
discussions) and finally proceed to a collation of ideas, charting a 
roadmap for continued research. The session will also provide a 
quick “state of the art” overview to participants. 

Focus will be on discussion and idea sharing, rather than 
presentation. However, to establish a basis for conversation, the 
first part of the workshop will be a round-robin introductory 
session (a couple of minutes per participant), immediately followed 
by a subset of invited panels, demonstrations and/or (very) short 
talks on workshop sub-topics, which will serve as provocations and 
points of departure for later discussion. The scope of interest 
includes but is not limited to (in no particular order):   

• Usability design in next-generation conference rooms 

• Social requirements for formal and informal meetings 

Maribeth Back et al, UbiComp’06 Workshop on
Next Generation Conference Rooms



Using Multi-Display Environments (Caveat)
! Environments with numerous public and 

private displays

! Challenge:

! How to allocate documents to displays in order to 
optimally satisfy users‘ information needs?

! Methodological Problem:

! We don‘t have a really good idea, how users would 
like to interact with such environments

! There is no empirical base of use cases

! We don‘t know which kinds of conflicts would arise 
in such environments with what frequency

! Solution Alternatives:

(A) Wait for organizational psychologists and usability 
experts to investigate this setting

(B) Boldly go where …

" Exploit own anecdotal experience and 
„common sense“ for scenario design
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Next-generation conference rooms are often designed to anticipate 
the onslaught of new rich media presentation and ideation systems.  
Throughout the past couple of decades, many researchers have 
attempted to reinvent the conference room, aiming at shared online 
or visual/virtual spaces, smart tables or walls, media support and 
tele-conferencing systems of varying complexity [1, 4, 27].  
Current research in high-end room systems often features a 
multiplicity of thin, bright display screens (both large and small), 
along with interactive whiteboards, robotic cameras, and smart 
remote conferencing systems [7, 8, 14, 15, 26].  Added into the 
mix one can find a variety of meeting capture and metadata 
management systems, automatic or not, focused on capturing 
different aspects of meetings in different media: to the Web, to 
one's PDA or phone, or to a company database [20]. Smart spaces 
and interactive furniture design projects have shown systems 
embedded in tables, podiums, walls, chairs and even floors and 
lighting  [16, 19, 24]. 
 
Exploiting the capabilities of all these technologies in one room, 
however, is a daunting task.  For example, faced with three or 
more display screens, all but a few presenters are likely to opt for 
simply replicating the same image on all of them.  Even more 
daunting is the design challenge:  how to choose which capabilities 
are vital to particular tasks, or for a particular room, or are well 
suited to a particular culture. The task becomes complicated since 
such conference rooms are often used for distributed meeting 
where all end-points differ. 
 
At the same time, creating engaging meeting experiences can 
increase both knowledge transfer and knowledge retention [17]. 
The incorporation of media-rich engagement strategies in meetings 
creates a need to provide meeting participants with appropriate 
tools for managing these media. Finally, many factors will make 
distributed meetings more frequent: globalization, rising cost of 
transports, not to mention epidemics or terrorism which sometimes 
freeze travel. 
 
Research in areas such as context-aware computing, interactive 
furniture/smart environments, and mobile devices is moving 
rapidly. People expect to find the adaptable ease of use that they 
get from their personal devices in all the technology they 
encounter.  
 
We are confident that a lively and useful discussion will be 
engendered by bringing lessons learned from recent ubicomp 
research in usability, multimedia applications, and social software 
to ongoing research in conference rooms systems. Although both 
usability and conference room technology have been a rich area for 
research for a number of years, applied usability for smart rooms 
has not been specifically addressed in the UbiComp community as 
a workshop. 
 
This workshop combines some of the themes of past UbiComp 
workshops such as "Ubiquitous Display Environments" (2004),  
"Interactive Tables and Walls" (2002) and the "UbiSys" systems 
support series (2003 – 2004) with the usability focus of the 
workshops “User-Centered Evaluation of Ubiquitous Computing 
Applications” (2002)   and “Evaluation Methods for Ubiquitous 
Computing” (2001).  Usability is an applied focus for integrating 
architecture and tangible media, information design and display, 
and mobile and computer-mediated communications in the design 
of the next-generation conference room. 
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media in a conference room. What goes where? How can such a 
complex environment be designed for maximum usability? Is this 
design viable across cultures?   
 
 

2   Workshop activities and goals 

The aim of this workshop is to bring together researchers and 
practitioners working in a variety of disciplines that impact design, 
technology implementation, and especially the usability and 
evaluation of next-generation conference rooms.   We expect a 
highly interactive atmosphere to encourage a lively discussion and 
exchange of ideas.   

Activities:   

One function of this workshop is to collect “lessons learned” in 
usability from smart conference room research to date, and develop 
a shared definition of ongoing research areas going forward. We’ll 
begin with brief reviews of and remarks on salient research; a few 
lightning demos; discussions (alternating between breakout teams 
to identify and classify areas of interest, and larger whole-group 
discussions) and finally proceed to a collation of ideas, charting a 
roadmap for continued research. The session will also provide a 
quick “state of the art” overview to participants. 

Focus will be on discussion and idea sharing, rather than 
presentation. However, to establish a basis for conversation, the 
first part of the workshop will be a round-robin introductory 
session (a couple of minutes per participant), immediately followed 
by a subset of invited panels, demonstrations and/or (very) short 
talks on workshop sub-topics, which will serve as provocations and 
points of departure for later discussion. The scope of interest 
includes but is not limited to (in no particular order):   

• Usability design in next-generation conference rooms 

• Social requirements for formal and informal meetings 

Maribeth Back et al, UbiComp’06 Workshop on
Next Generation Conference Rooms

This can go utterly wrong.

But at least it is a starting
point for further discussion.



 

How to Solve the Display Mapping Problem

… what we tried:

! Find a computable definition for „globally good 
mapping“ – with respect to
! Multiple users, multiple documents, multiple displays, different regions of interest 

and dynamic topic changes

! Build a system that is able to compute a good mapping 
based on this definition

! Think of an experimental scenario in which to evaluate 
system performance

! Compare automatic and manual mapping in this scenario
! Start with a weak claim: try to be as least as good as manual mapping
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The Goal of the Experimental Design

! Recall: Our conjecture of MDE requirements:
! Members have overlapping, but not identical „regions of interest“

! resource conflicts (competition for display space)

! Regions of interest are not known in advance

! Regions of interest change in the course of action

! Objectives of experimental design
! Deliberately induce conflicts between the team members regarding the use of the 

available display space

! Enforce substantial changes in the set of documents currently important for a user

! Allow to compare systems using an objective quantity (performance) rather than a 
subjective quantity (“user satisfaction”)

! Non-objective: choose an experimental setup that everybody immediately can relate 
to based on everyday experience …

37



 

Experimental Design: Basic Concept

! Have a team solve a joint task

! Quantify performance by measuring the time required for 
task completion

! Choose an artificial, simple task
! simple: Avoid performance differences being swallowed by “noise” (i.e., by variance 

in basic task solution time – more complex tasks produce higher absolute noise)

! artificial: Reduce noise contribution from different skills / prior knowledge

! Task design:
! Semi-cooperative two-person task (assignment: solve joint task as fast as possible)

! Connection between individual sub-tasks is not known in advance, has to be 
discovered by the team

! Individual tasks: Comparison between letter sequences in two documents

" requires both documents to be visible to user
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Experimental Design: Regions of Interest
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! 5 Displays (2 individually visible, one shared)

! Enforcement of conflicts: each document can be displayed only on one display

! In order to simplify experimental setup – otherwise additional shared documents would have to be introduced

! Participants:

! 24 voluntary subjects (19 male and 5 female)

! 12 Teams in 2 Groups

Fig. 5. GUI for document importance and document-display assignment

As the agendas and task descriptions were mutually unknown, the sharing
had to be discovered through a conflict in the manual assignment group. (In
order to enforce resource conflicts in this simple setting, each document could
only be displayed on one display at a time.)

Finally, the teams were assigned to two equal-sized groups, A and M. The
teams had to solve two sets comparison tasks in sequence, with a short break
after the first set. Group A had to solve the first set using automatic assignment
and the second set with manual assignment. The Group M had to solve the first
set with manual, the second set with automatic assignment. In the evaluation
of the results, we will call the first set “Initial Test” and the second “After
Training”, respectively.

Summary of experimental design
Group A:

First Task Set Second Task Set
(Initial Test) (After Training)
Automatic Manual

Group M:
First Task Set Second Task Set
(Initial Test) (After Training)

Manual Automatic

For each experiment, we recorded the time required for completing the task,
the number of interactions with the provided user interfaces, and the solution
correctness (percentage of letter differences found). After each task set, the sub-
jects were asked to answer a questionnaire regarding user satisfaction. After both
task sets, the subjects were asked to complete a final questionnaire regarding the
comparison of the automatic and the manual assignment.

Note that a goal of the experimental design has been to (i) explicitly provoke
conflicts between the team members regarding the use of the available display
space and (ii) to enforce substantial changes in the set of documents currently
important for a user. Clearly, display assignment becomes an issue only, once
more relevant documents than displays are available (specifically, if different
users have different sets of relevant documents), and once the set of currently
relevant documents changes dynamically. In order to achieve these effects with

Solution to be
discovered
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Experimental Design: Problem Documents
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GUI for Importance Value (Automatic A.)
and for Manual Assignment
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Experimental Design: Real World Setup
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Experimental Design: Real World Setup

44



 

Experimental Design: Recorded Data

! Time required for completing the task 

! The number of interactions with the provided user 
interfaces (number of mappings) 

! After each task set, the subjects were asked to answer a 
questionnaire regarding user satisfaction

! A final questionnaire regarding the comparison of the 
automatic and the manual assignment
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Findings: Solution Time
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! Automatic assignment: 4:08 min

! Manual assignment: 4:49 min

Fig. 6. Boxplots of solution time vs. mode, overall (left) and per task set (right)

a manageable and reproducible experimental setup, we had to settle with a
somewhat artificial experimental design. However, the results we have achieved
with this setup are independent from the specific trial task. They are valid in
any situation that involves multiple-user and multiple-display scenarios with
inherent conflicts and/or dynamics between the team members’ sets of relevant
documents.

Participants. 24 voluntary subjects (19 male and 5 female) were recruited from
colleagues and students of our department and the local university. The partic-
ipants were between the ages of 20 and 41, had at least one year of a Bachelor
degree and were used to computer systems. The participants were randomly
grouped into 12 teams, from which 6 were randomly assigned to group A, the
other ones to group M.

4.3 Results

Overview. In the analysis of the experimental data, we have focused on our
first research question: is an automatic display assignment able to assist users
in solving tasks in multi-display environments in a shorter time and with less
interactions as conventional manual assignment?

On average all subjects needed 4:28 min to complete one set of a comparison
task. When the teams were using automatic assignment, the average time was
4:08 min, while they required an average time of 4:49 min using manual assign-
ment. The overall average number of interactions was 11.8, where the subjects
needed 8.5 interactions on average with automatic and 15 interactions on av-
erage with manual assignment. The average solution correctness was 95%, for
both manual and automatic assignment.



Findings: Interaction
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! Automatic assignment: 8.5 interactions

! Manual assignment: 15 interactions

Fig. 7. Boxplots of interaction count vs. mode, overall (left) and per task set (right)

number of interactions as indicator of occurred conflicts, the data shows that
with the automatic mode the number of conflicts is considerably smaller than
in the manual mode. A detailed survey of the log files showed that documents
which had to be shared, very frequently were reassigned in the manual mode.
This proves the presumption that resolving conflicts by social negotiation is –
in some situations – inferior to a computer supported negotiation, which can be
solved by an automatic assignment using a global quality function such as q .

User Satisfaction. The questionnaires were used for answering our second
hypothesis: is automatic display assignment able to improve user satisfaction?

For the questionnaires, we used parts of the technology acceptance model
(TAM) [11], mainly the perceived usefulness and the perceived ease-of-use. We
included the following items, each to be answered on a scale from 1 (strongly
disagree) to 5 (strongly agree):

• The system is easy to use.
• The system helps in solving the task efficiently.
• It is easy to cooperate with the team partner.
• The system helps in solving team conflicts.
• I felt comfortable in using the system.

The final questionnaire had the same items, but with the request to compare
both approaches, automatic and manual assignment, on a scale from 1 (manual
assignment strongly preferred) to 5 (automatic assignment strongly preferred).

The detailed results of the questionnaire are given in Table 1. The average
user satisfaction for the automatic assignment is 4.0, it is 3.1 for the manual
assignment. The comparison value is 3.8, which is 0.8 in favorite for the auto
mode (3.0 would be the neutral value), which could be interpreted as a 40%



 

Findings: Questionnaire (“User Satisfaction”)
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! Items:
! The system is easy to use.

! The system helps in solving the task efficiently.

! It is easy to cooperate with the team partner.

! The system helps in solving team conflicts.

! I felt comfortable in using the system.Fig. 8. Boxplots of user satisfaction vs. mode, overall (left) and per task set (right)

Table 1. Questionnaire Summary
A = Automatic, M = Manual, 1 = strongly disagree, 5 = strongly agree.
C = Comparison, 1 = Manual strongly preferred, 5 = Automatic strongly preferred

Item Group A Group M All Participants
A M C A M C A M C

Ease of use 3.9 4.3 3.3 4.2 3.5 4.1 4.0 3.9 3.7
Efficiency 4.1 3.9 3.2 4.2 3.0 4.3 4.1 3.5 3.7
Cooperation 3.7 3.4 3.8 4.0 2.6 4.1 3.9 3.0 4.0
Conflicts 4.2 1.5 4.5 4.1 1.7 4.4 4.1 1.6 4.4
Comfort 3.6 3.7 2.6 4.1 3.1 3.7 3.9 3.4 3.2

Average 3.9 3.4 3.5 4.1 2.8 4.1 4.0 3.1 3.8

preference of the automatic system (a value of 5.0 would indicate a 100% pref-
erence). Also worth noting are the values for the “conflict” items: Users tend
to quite strongly agree with the statement that the automatic systems helps in
solving team conflicts, while they tend to quite strongly disagree that the manual
system helps.

The distribution of the user satisfaction data (using per-questionaire aver-
ages) is shown in Figure 8. The overall user satisfaction is higher in the auto
mode, for both task sets. In addition, user satisfaction decreases within a group
when switching from auto to manual, while it increases when switching from
manual to auto. Interestingly, the user satisfaction relatively increases in the
second set for both modes, auto and manual. A possible reason for this might
be, that if the subjects know the task, the cognitive load is lower, which leads
to less stress and a higher satisfaction.

The correlation of the subjective user satisfaction with the objective data
from the log files confirm our hypothesis that the automatic display assignment
is superior to the manual assignment in multi-user, multi-display situations with
conflicting and dynamic document sets.



 

Findings: Summary
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! With Automatic Mode
! Solution time is smaller (= cognitive load / distraction is lower)

! Number of interactions is smaller (less work for conflict resolution)

! User satisfaction is higher (specifically: less perceived conflicts)

! Empirical evidence for claim
! Automatic display assignment is more efficient than manual assignment in multi-

user, multi-display situations with conflicting and dynamic document sets

! Significance of results:

Statistical Validation (t-test) For assessing the statistical validity of the
results for solution time t , interaction count i , and overall satisfaction s, we have
used a one-sided t-test (assuming unknown and not necessarily equal variances
for the automatic and the manual test results). The null hypothesis in each case
has been that the manual method is at least as good as the automatic method.
The alternative hypothesis in each case is that automatic assignment is superior
to manual assignment.

The results of test are given below. As can be seen, for all values the null
hypothesis can be rejected. For solution time, the result is statistically significant,
for interaction count and overall satisfaction it is even highly significant.

H0 H1 H0 rejected at level
tman ≤ tauto tman > tauto 2.5%
iman ≤ iauto iman > iauto 0.5%
sman ≥ sauto sman < sauto 0.5%

Therefore we conclude that automatic assignment for multi-user and multi-
display situations is superior to manual assignment.

A different question is, how much better automatic assignment is. Clearly, the
statistically reliable minimal improvement is smaller than the difference between
the average values. Here, we have the following results:

value minimal improvement level
solution time 15 sec. 10%

interaction count 4 10%
overall satisfaction 0.57 10%

Due to the comparatively small sample size, the significance level is somewhat
weak (5% would be perferable). However, a larger sample size should allow to
make stronger statements here, also regarding the size of the minimal improve-
ment. These are ongoing investigations.

(We admit that an “improvement of 0.57 in overall satisfaction” is somewhat
difficult to interpret.)

5 Discussion and Outlook

In this paper, we have discussed the problem of assisting teams in effectively
using multi-display environments for working together. Our user studies show
that – at least for specific scenarios – an automatic display assignment based
on the above definition of q is at least as good as a manual assignment (in fact,
it is even better). Therefore, it proves that it is possible to provide automatic
assistance for the user.

Our experimental work indicates that there is indeed a noticeable effect of
display assignment methods on team performance, at least for semi-cooperative
tasks. An automatic display assignment (i) improves the team effectiveness (mea-
sured in time to complete a task), (ii) reduces the level of conflict in the team



 

Finally, Intention Analysis



 

“Goal-based interaction”

! 3. Intention Analysis:
identifies desired goal states (in 
terms of the state of user‘s personal 
environment)
! move from device- to user-oriented vocabulary

! Strategist:
fills in operations of the devices 
required for reaching the state

! Two-stage strategist:
! 1. Select actions

! 2. Allocate ensemble resources (focus)
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3. A Note on Intention Recognition

! a) Use Multimodal Interaction
! this requires the user to interact explicitly

! b) Use Bayesian Inference
! Build a Dynamic Bayesian Network describing the

conditional probability of observations given possible user intentions

" „If the user wants to present a talk it is likely to observe him in front of the 
lecture room“

! (Doing this right isn‘t trivial)

! Observe the sensors

! Then, compute the intention giving the best explanation for the observation

! This allows to recognize intentions without explicit user interaction

" i.e., without distracting the user from his primary task

! We have tried to use this approach for recognizing the intention of a team of users 
in a meeting room
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Mobile Multimedia Information Systems
www.informatik.uni-rostock.de/mmis/slides.pdf

Ex2: EMBASSI Smart Living Room

www.embassi.de

13

“Brighter!”



! Agenda provides hints on possible team activity sequence, but can not be enforced

! Questions

! Can team activities be inferred from position data?

! When does the system have an estimate of team intentions? (recognition speed / prediction  horizon)

! What role do the PDF parameters play in recognition speed?

Recognizing Team Intentions
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Modeling the Team Decision Process
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Model based
intention recognition
! Approach

! Bayesian Tracking

! Team behavior modeled as DBN

! Inference using sequential Monte-Carlo

! Parameter estimation based on EM

! First Results

! Team behavior can be inferred even with
very noisy data

! Agenda knowledge improves recognition speed , 
without sacrificing performance in case of deviations

! Parameter estimation (training) essential for 
recognition speed
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What do we mean by „noisy data“?
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Raw data

Estimated team motion
pattern



Parameters & Recognition Speed
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To Summarize …
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Distributed POP

Distributed GRASP

„UbiTracker“
Intention Analysis

Strategy Planning

Goals

Actions

Appliances

"Discussion"

Bayesian Inference

Action Planning:
Partial Order Planning

Resource Scheduling:
Optimization

Concept Proof of Concept



 

Open Questions (Selection)

! Strategy Synthesis
! Fully distributed („shared nothing“) implementation (with respect to knowing / understanding 

capabilities of other ensemble members)

" Efficiency? Naive general algorithms require prohibitive com. overhead

! Usability? Finding global models that correctly reflect users expectation (Display Mapping) may 
be a major challenge …

" Allow to integrate user feedback in sub-optimal models …

! In general: definition of „universal environment models“

" Learning? (Problem: Ad-hoc ensembles)

! Multi-paradigm synthesis. – E.g., integration of

" reactive approaches

" Top-Down Planning (e.g., HTN, Service Composition, …) 

! Intention Analysis
! Model-building effort 

" Generate models for available task descriptions (e.g., UI-level task models, CTT)

! Integration of explicit interaction
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Thank you for your 
attention!

Questions?


