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Preface 
 
We are pleased to present the workshop proceedings of the workshop Artificial 
Intelligence Methods for Ambient Intelligence, which takes place as part of the 
European Conference on Ambient Intelligence. 
 
Ambient Intelligence (AmI) is the vision of our future environment. It will be 
surrounded by various kinds of interfaces supported by computing and networking 
technology providing an intelligent, seamless and non-obtrusive assistance to 
humans. The ambient environment will be aware of the presence and identity of the 
humans, it will be able to communicate in multi-modal form and to anticipate the 
humans’ goals and needs in order to provide best possible assistance to them. This 
broad vision addresses all areas of human life, such as home, work, health care, 
travel and leisure activities. Within the interdisciplinary research aiming at 
approaching this vision, Artificial Intelligence (AI) provides a rich set of methods for 
implementing the “intelligence bit” of the AmI vision. Speech recognition, image 
interpretation, learning (from user interaction), reasoning (about users’ goals and 
intensions) and planning (appropriate user interaction) are core features of AmI to 
which AI can contribute significantly. The goal of this workshop is to make a step 
forward towards a common understanding of how AI can contribute to the AmI vision 
and how to align AI research with it.  
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AI Methods for Smart Environments

A Case Study on
Team Assistance in Smart Meeting Rooms

Martin Giersich, Thomas Heider, Thomas Kirste

Department of Computer Science, Rostock University
Albert-Einstein-Straße 21
18059 Rostock, Germany
first.last@uni-rostock.de

Abstract. Ubiquitous computing aims for the realisation of environ-
ments that assist users autonomously and proactively in a non-distractive
manner. Therefore smart environment infrastructures need to be able to
identify users needs (intention recognition) and to plan an appropriate
assisting strategy (strategy generation) without explicit user interaction.
In our two-stage approach we address inferring the intention of a team
of users during a meeting within a smart multiple display environment
and the system decision process – what information to present on which
display – on the strategy generation level.

1 Introduction

A central requirement for an assistance architecture for a smart meeting room
is that it should support technical infrastructures that are built from individual
components in an ad hoc fashion. Our solution approach is a two-stage design,
where at the first stage the system components recognize the intention of a team
of users, and at the second stage, the system components jointly generate a
strategy that fulfills the needs of the team. In this paper we report the results of
our current research and the ongoing evaluation. Part one of the paper presents
results in intention analysis and part two represents strategy generation and
evaluation. At this time we evaluated the parts separately. An evaluation of the
complete integrated system will be matter of future work.

Intention recognition becomes a challenge, especially if multiple users are
observed by noisy heterogenous sensors. We propose a team behavior model based
on hierarchical dynamic Bayesian network (DBN) for inferring the current task
and activity of a team of users. Given (noisy and intermittent) sensor readings
of the team members’ positions in a meeting room, we are interested in inferring
the team’s current objective.

A simulation data evaluation of our particle filter based team behavior model
shows reasonable inference accuracy and speed for our implemention and demon-
strates how additional unreliable knowledge about the meeting agenda improves

5



prediction accuracy and speed. Here, we claim that even unreliable agendas im-
prove intention recognition in smart environments for a compliant team behavior
without sacrificing recognition accuracy for the non-compliant case.

We propose to cast the Strategy generation problem as an optimization
task. As example problem we use the document-display mapping question, which
is what to present on what display in a multi-user, multi-display environment.
We suggest the definition of an explicit global quality measure to achieve coherent
ensemble behavior for a team of multiple users with (maybe) diverging interests.

The evaluation of this part shows, that an automated document display map-
ping based on an explicit global quality measure leads to coherent ensemble be-
havior and is at least as effective as conventional manual assignment, while at
the same time significantly reducing the number of required interactions. This
claims are based on user performance data collected in the scope of a comparsion
study.

2 Intention Recognition

Especially for the intention recognition used in our prototype smart meeting
room we studied whether incomplete and unreliable (i.e., sometimes misleading)
knowledge about the needs of a team of users (agenda) can be used to improve the
quality of intention recognition. Specifically, we were interested in the usefulness
of an unreliable agenda for improving the recognition of team activities during a
meeting. Based on Bayesian filtering and an explicit probabilistic team behavior
model we have carried on a simulation study that allowed us to answer the
following questions:

– How accurate and how fast can we predict team behavior with an agenda
assumption and history knowledge?

– What influence do deviations of the team from the planned agenda assump-
tion have on prediction quality (i.e., does a wrong agenda degrade the quality
of intention recognition)?

– How flexible does an agenda assumption need to be in order to optimally
predict team behavior?

We chose simulation of data rather than real world data as this enabled us to
configure the probability distribution of the sensor readings. We used Gaussian
and Cauchy distributed sensor readings with a variety of different parameter
settings to examine the influence of the sensor model on the prediction quality.

Team Behavior Model – Bayesian Filtering for identifying a user’s current
task has been successfully used in several projects that aimed at supporting user
activities in classrooms, meeting rooms, and office environments [1–3]. Here, dy-
namic Bayesian networks (DBNs) were investigated increasingly for modeling a
user’s activities [4, 5]. In our own work, we looked at using DBNs for inferring
the current task and actions of a team of users. Given (noisy and intermittent)
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Fig. 1. Two-sliced dynamic Bayesian network (DBN) modeling team intention infer-
ence. It shows the intra-slice dependencies between observable (double-contoured) and
hidden variables, as well as the inter-slice dependencies between consecutive states.

sensor readings of the team members’ positions in a meeting room, we were in-
terested in inferring the team’s current objective – such as having a presentation
delivered by a specific team member, a moderated brainstorming, a round table
discussion, a break, or the end of the meeting.

The basic structure of the DBN we propose for modeling the activities of such
a team is given in Figure 1. With this DBN we try to model the behavior of a
team of three users during a meeting. In order to exploit agenda information, we
need a DBN structure that is able to incorporate an explicit agenda, and that
represents the negotiation process between the team and its members during
activity selection. At the top level, the team node Tt represents the current
team intention. The team’s intention at time t depends on what the team has
already achieved (T at time t − 1, Tt−1), and what the users i are currently
trying to achieve (the U (i)

t -nodes, i ∈ {a, b, c}). The G(i)
t nodes represent the

new individual assignments if the team T will adopt a new intention. So at each
time slice, the team looks at what the users have achieved so far and then decides
what the users should do next. What the user is doing at time t depends on his
previous action (e.g., the user’s current position and velocity) and assignment –
A(i)

t−1 and G(i)
t−1. Finally, the sensor observations of user i at time t – the nodes

S (i)
t – depend on the user’s activities at that time.

Note that these sensor nodes are the only observable nodes in our model:
we estimate the team’s negotiations from the observable behavior of the team
members. Once a probabilistic model is available, it allows us to infer user and
team intentions.

Experimental Design and Results – Clearly, agenda information should
improve the quality of team intention recognition. However, as soon as a team
deviates from the a-priori agenda, recognition quality may drop: The recognizer
may be led to wrong conclusions by misleading a-priori information that poten-
tially defeat any benefit. Objective of our evaluation has been to investigate,
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Fig. 2. Inference of a 〈A, B, C, D〉 truth from Cauchy distributed sensor data (delay
0.25, error 10.0) with the trackers T.8 (left) and Tuniform (right).

whether a-priori agenda information can be used to improve recognition quality
in case the team complies to the agenda, without sacrificing recognition qual-
ity in case of non-compliance with the agenda. We were interested in two main
questions:

(a) How reliable is agenda based recognition in case of compliance and non-
compliance, compared to an agenda-less tracking?

(b) How fast will an agenda based recognizer identify a change in the team
objective for these cases?

To analyze the effect of an agenda on reliability and speed of intention recogni-
tion in case of compliance and non-compliance we chose three different conference
sequences (one compliant, two non-compliant). Further we used four different
parameter settings for the sensors. In two settings we used sensor data that is
Gaussian distributed. The two other settings sensor data followed a Cauchy dis-
tribution. The settings for each distribution differed in delay between consecutive
sensor readings and sensor error.

For the evaluation of recognition accuracy, we used four different models
for a-priori agenda information – a random model where every activity has the
same probability and history is not tracked (Tuniform) and three models with
different start probabilities for user A {.6, .8, .95} and the other users respectively
(T.6,T.8,T.95). For every tracker model six runs were logged. The illustration
of two typical representative of model T.8 and model Tuniform simulation runs
in Figure 2 shows that the main uncertainty about the teams objective pervails
during the phase of an objective shift. The left picture shows the advantage of
agenda knowledge. For instance the objective shift from B Presents (PB) to
C Presents (PC) around time slice 40 is recognized faster and more reliable.
Further it shows that agenda knowledge leads to less misinterpretation of sensor
readings. So the overall error rate shrinks. Figure 3 shows solid recognition also
for non-compliant cases. Here, tracked with model T.8.

The averages over 6 simulation runs for 48 different parameter settings give
an delay between true objective shift of the team and the recognition of this shift
of 7.36sec for T.8 versus 10.95sec for Tuniform . The average intention recognition
reliability for the best model T.8 was measured with 91.16% correct versus 83.1%

8



team-goal
probability
distribution

PA

PB

PC

DS

EX

BR

 0  10  20  30  40  50  60  70

majority
truth

Fig. 3. Inference of the non-compliant truth 〈C, B, A, D〉 from Cauchy distributed sensor
data (delay 0.25, error 10.0) with the trackers T.8.

for the uniform model. Comparison of the reliability values for T.8 and Tuniform

gives the most important result of this study:

It is possible to improve the recognition accuracy for the compliant case
by using an agenda, without sacrificing recognition accuracy for the non-
compliant case.

Therefore, it always pays to include available a-priori agenda information in the
recognition system, even if the correlation between the agenda sequence and the
true activity sequence is not very strong.

However, it is important to assign a suitable probability to the agenda’s
preferred sequence. If this value is too high (e.g., .95), the agenda becomes
too rigid: it will tend to assume that the team follows the agenda, even if the
sensor data does tell a different story. On the other hand, further increasing
the looseness of the agenda (e.g., to .6) does not improve the recognition of
the non-compliant action sequences. We suspect that unnecessary looseness will
eventually degrade recognition capability, but we have not observed this in our
data.

Finally, simulation results show that an agenda reduces the delay, specifically
for the later team actions. (Clearly, the agenda will not reconsider items already
worked off, an aspect favorably reducing the degrees of freedom in comparison
to Tuniform .)

3 Strategy Generation

Multi-display environments support collaborative problem solving and teamwork
by providing multiple display surfaces for presenting information [6, 7]. One dif-
ficulty here is the display mapping problem – that is, deciding which information
to present on what display in order to optimally satisfy the users’ needs for in-
formation. Current approaches for controlling multi-display environments rely
on manual assignment [8, 9], using a suitable interactive interface and resolving
conflicts by social protocols (negotiations). However, manual display assignment
has to cope with the following problems:
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– Interest conflicts between users might be solved faster by computer sup-
ported negotiation mechanism: It was observed that social protocols do not
always suffice for coordinating the use of shared resources [10].

– The need for dynamic realignment of display mapping is caused by topic
changes in the user population: In this situation, the user’s focus of atten-
tion will be on the changing topic rather than on convincing the display
infrastructure to change the topic.

So, an automatic display assignment might be helpful in multiple display en-
vironments, specifically in multi-user settings. However, to our knowledge, it is
not known if suitable automatic assignment heuristics can be found. This is the
question we want to answer.

Display Mapping Quality Measure – A display mapping is a function m,
which assigns documents to sets of displays. For a given document d , m(d) gives
the set of displays document d is assigned to. In order for automatic display
mapping to be successful it is necessary to identify a well-defined quality measure
that sufficiently captures the users needs. Clearly, at least the following aspects
are reasonable:

Spatial Layout: For documents of high importance to a user, displays
should be preferred that provide a good visibility for the user. Formally, this
critierion for m can be defined as

qs(m) =
∑
u∈U
d∈D

impt(d , u) ∗ max
y∈m(d)

vis(y , u) (1)

where impt(d , u) ∈ [0 . . 1] denotes the importance of the document d to a user
u, and vis(y , u) ∈ [0 . . 1] the visibility of display y by user u. If a document
is assigned to multiple displays, only the best one (“primary display”) for a
given user is considered when computing the quality for this user (this is the
“max vis” term). Note, that deriving a reliable estimation of impt in general
may be a substantial challenge. We think that additional informations available
from intention recognition can be used as a surrogate (such as agenda listings,
team members roles and associated documents, etc.).
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Temporal Continuity: When considering a display for a document, the sys-
tem should prefer already existing assignments: Documents should not unneces-
sarily change their place. A relevant display shift occurs between two mappings,
if a user’s primary display for a document changes. We then try to minimize
these shifts relative to the document’s importance. Based on these criteria, we
have developed an algorithm that is able to automatically compute a display
mapping for a set of users and documents (see [11]).

Experimental Design – The objective of our evaluation experiment was to
measured the impact of manual vs. automatic display assignment on the perfor-
mance of a team in solving a semi-cooperative task. In such tasks, the need of
cooperation and joint use of information is not evident from the start, but rather
arises while working on the task. We think that this kind of aspect pertains to
many team processes.

Two-person teams had to solve a semi-cooperative set of comparison tasks as
fast as possible. The two team members, X and Y, were given different agendas,
each containing the description of an individual comparison. For X the task was
to do a simple letter comparison of two documents A and B, for Y the task was
to compare A and C. In addition, X and Y had to report time information and a
random key from another document Time. The seemingly unrelated tasks for X
and Y were linked into a cooperative task through the shared documents A and
Time.

Every participant was given a simple user interface for document assignment.
Manually assignment of a document to a display-surface is done through simple
“drag & drop”. For automatic assignment, the user just associates an importance
value with the documents. As the agendas and task descriptions were mutually
unknown, the sharing had to be discovered through a conflict in the manual
assignment group.

For each experiment, we recorded the time required for completing the task,
the number of interactions and the solution correctness (percentage of letter
differences found). After each task set, the subjects were asked to answer a
questionnaire regarding user satisfaction. After both task sets, the subjects were
asked to complete a final questionnaire regarding the comparison of automatic
versus manual assignment.

24 voluntary subjects were recruited from staff members and students of the
local university. The teams had to solve two sets comparison tasks in sequence.
Group A had to solve the first set using automatic assignment and the second
set with manual assignment. The Group M was given the tasks in reverse order.
In the evaluation of the results, we will call the first set “Initial Test” and the
second “After Training”, respectively. (See [12] for a more detailed discussion of
both experimental setup and findings.)

Findings – When the teams were using automatic assignment, the average time
to complete one set of a comparison task was 4:08min, while they required an
average time of 4:49min using manual assignment. The subjects needed 8.5 inter-
actions on average with automatic and 15 interactions on average with manual
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Fig. 5. Boxplots of solution time vs. mode, overall (left); interaction count vs. mode
(middle); user satisfaction vs. mode (right)

assignment. This indicates that the automatic assignment is superior to manual
assignment, regarding time and interactions.

An overview of the collected data is shown in the boxplots1 in Figure 5. In
these plots, “Mode” refers to the display assignment mode (manual vs. auto-
matic). In the per-task-set plots, grey lines connect the mean values of the two
consecutive task sets of a group (Group A or Group M), black lines connect
consecutive task sets using the same assignment mode.

As can be seen in Figure 5, left, for both task sets the solution time is shorter
when using automatic assignment. In addition, Group M was able to solve the
task substantially faster in the second set (i.e., when switching from manual to
automatic assignment), whereby Group A was not able to improve performance
in the second set (i.e., switching from automatic to manual assignment). The
number of interactions (Figure 5, middle) is smaller for the automatic method
in both sets.

In the manual assignment mode, both groups initially had no idea that they
needed to share documents. So they unwittingly “stole” the shared documents
from each others “private” displays. It took a couple of interactions until the
participants realized that they needed to cooperate and to assign some of the
documents to a display visible to both users. This process of realization and
negotiation was the reason for confusion and delay.

In the automatic assignment mode no such conflicts did arise as the system
automatically displayed shared documents on a shared screen. If we use the
number of interactions as indicator of occurred conflicts, the data shows that
with the automatic mode the number of conflicts is considerably smaller than
in the manual mode. A detailed survey of the log files showed that documents
which had to be shared, very frequently were reassigned in the manual mode.
This proves the presumption that resolving conflicts by social negotiation is –
in some situations – inferior to a computer supported negotiation, which can be
solved by an automatic assignment using a global quality function such as q .

1 These boxplots show the minimum and maximum values, the 25% and 75% per-
centiles, the median (horizontal bar inside the box), and the mean (small circle
inside the box).
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For assessing user satisfaction, we used parts of the technology acceptance
model (TAM)[13]. We included the following items, each to be answered on a
scale from 1 (strongly disagree) to 5 (strongly agree):

The system is easy to use. – The system helps in solving the task effi-
ciently. – It is easy to cooperate with the team partner. – The system
helps in solving team conflicts. – I felt comfortable in using the system.

The final questionnaire used the same items with the request to compare both
approaches, automatic and manual assignment, on a scale from 1 (manual as-
signment strongly preferred) to 5 (automatic assignment strongly preferred).

The distribution of the user satisfaction data using per-questionaire averages
is shown in Figure 5 (right). The overall user satisfaction is higher in the auto
mode, for both task sets. In addition, user satisfaction decreases within a group
when switching from auto to manual, while it increases when switching from
manual to auto.

The correlation of the subjective user satisfaction with the objective data
from the log files confirm our hypothesis that the automatic display assignment
is superior to the manual assignment in multi-user, multi-display situations with
conflicting and dynamic document sets.

4 Summary

We have discussed the problem of assisting teams in effectively using multi-
display environments for working together and we have addressed the question
whether it is possible to infer the intention of the team and to find well-defined
quality criteria for automatic display assignment.

Our results regarding team intention recognition, inference accuracy and
speed showed that despite noisy observable sensor data and a rather ad hoc prior
probability distribution for the occurrence of agenda items a precise and robust
inference is possible. Further adding agenda knowledge to a team behavior model
was identified as improvement for the compliant case and as non-disturbing for
the non-compliant case. So, we can claim that unreliable agendas are useful
for inferring team intentions. We will now focus on in-depth development of an
appropriate team behavior model and incorporate learning of probabiltiy distri-
butions using EM-algorithm.

In the strategy generation part, we have been able to show that automatic as-
signment enables teams to solve their tasks in a shorter time, with less conflicts
between team members, with greater satisfaction and with reduced cognitive
load. Future investigations will have to show whether this benefit offers the uni-
versality and significance required to incorporate it generally into smart multiple
display environments.

Finally the seamless integration of our two-stage design is an issue that we
will address in the future work.
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A Survey of Semantics-based Approaches for
Context Reasoning in Ambient Intelligence

Antonis Bikakis, Theodore Patkos, Grigoris Antoniou, and Dimitris Plexousakis
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{bikakis,patkos,antoniou,dp}@ics.forth.gr

Abstract. A key issue in the study of Ambient Intelligence is reasoning
about context. The aim of context reasoning is to deduce new knowledge,
based on the available context data. The endmost goal is to make the
ambient services more ”intelligent”; closer to the specific needs of their
users. The main challenges of this effort derive from the imperfect context
information, and the dynamic and heterogeneous nature of the ambient
environments. In this paper, we focus on semantics-based approaches
for reasoning about context. We describe how each approach addresses
the requirements of ambient environments, identify their limitations, and
propose possible future research directions.

1 Introduction

Pervasive applications aim at providing the right information to the right users,
at the right time, in the right place, and on the right device. In order to achieve
this, a system must have a thorough knowledge and, as one may say, ”understand-
ing” of its environment, the people and devices that exist in it, their interests
and capabilities, and the tasks and activities that are being undertaken. All this
information falls under the notions of context.

The need for reasoning in context aware systems derives from the basic char-
acteristics of context data. Two of these are imperfection and uncertainty. Hen-
ricksen and Indulska [1] characterize four types of imperfect context information:
unknown, ambiguous, imprecise, and erroneous. Sensor or connectivity failures
result in situations, that not all context data is available at any time. When
the data about a context property comes from multiple sources, the context
information may become ambiguous. Imprecision is common in sensor-derived
information, while erroneous context information arises as a result of human or
hardware errors. The role of reasoning in these cases is to detect possible errors,
make predictions about missing values, and decide about the quality and the
validity of the sensed data. The raw context data needs, then, to be transformed
into meaningful information so that it can later be used in the application layer.
In this direction, some suitable sets of rules can exploit the real meaning of some
raw values of context properties. Finally, context reasoning may play the role of
a decision making mechanism. Based on the collected context information, and

15



on a set of decision rules provided by the user, the system can be configured to
change its behavior, whenever certain changes are detected in its context.

If we also consider the high rates in which context changes and the poten-
tially vast amount of available context information, the reasoning tasks become
even more challenging. Overall, Knowledge Management in Ambient Intelligence
should enable: (a) Reasoning with the highly dynamic and ambiguous context
data; (b) Managing the potentially huge piece of context data, in a real-time
fashion, considering the restricted computational capabilities of some mobile de-
vices; and (c) Collective intelligence, by supporting information sharing, and
distributed reasoning between the entities of the ambient environment.

In this paper, we present the various solutions that have been proposed to
date, giving more attention to those that employ Semantic Web-based represen-
tations to describe context. The use of ontology languages is becoming common
in such applications mainly because they offer enough representational capabil-
ities to develop a formal context model that can be shared, reused, extended
for the needs of specific domains, but also combined with data originating from
other sources. Moreover, the development of the Semantic Web logic layer is
resulting in rule languages that will enable reasoning with the user’s needs and
preferences and with the available ontology knowledge. According to the discus-
sion on Interactive Context-Aware Systems Interacting with Ambient Intelligence
in [2], ontology-based models manage to satisfy all demands placed concerning
context modeling, such as distributed composition, partial validation, richness
and quality of information, incompleteness and ambiguity, level of formality and,
also, applicability to existing environments.

The rest of the paper is structured as follows: Section 2 focuses on onto-
logical reasoning solutions, and Section 3 on rule-based approaches. Section 4
describes methods and techniques for distributed reasoning, while Section 5 dis-
cusses additional reasoning techniques concerning learning, offline reasoning and
probabilistic reasoning. The last section proposes future research directions that
may lead to more efficient reasoning solutions.

2 Ontological Reasoning

The SW Languages of RDF(S) and OWL are common formalisms for context rep-
resentation. Along with their evolution, a number of SW Query languages (e.g.
RDQL [3], RQL [4], TRIPLE [5]) and reasoning tools (e.g. FaCT [6], RACER
[7], Pellet [8]) have been developed. Their aim is to retrieve relevant informa-
tion, check the consistency of the available data, and derive implicit ontological
knowledge. The studies of [9] and [10] describe the use of RDQL for accessing
RDF context data, while the Context-Aware Guide described in [11] demon-
strates the use of RQL in location-based mobile services. An interesting study
that describes and evaluates the use of description logic for both representation
and reasoning over context is presented in [12]. Below, we present representative
examples of systems that reason with context data using Description Logics.

16



The P2P-based mobile environment in [13] consists of stations that provide
semantic services and users with mobile devices, which manage their owner’s
semantic profile. Both the semantic services and the users’ profiles are modeled
as description logic predicates. The semantic matching between the services and
the profiles, which determines whether a given profile is semantically compatible
to a particular service and, if so, how well both do match, is accomplished by
applying a set of DL rules, which are processed by a RACER reasoning engine.

In [14], they use a case study from the smart home domain (specifically a
context-aware door-lock) to present their approach for modeling and reasoning
about context using Description Logics. They have built an OWL schema to
model the required context entities, and test three DL reasoners (RACER, its
commercial successor RacerPro [15], and Pellet) using a real-case application
scenario. However, their scenario is rather too simple to evaluate the performance
of these reasoners in much broader context-aware applications.

The ontological reasoning approaches have two significant advantages. They
integrate well with the ontology model, which is widely used for the representa-
tion of context; and most of them have relatively low computational complexity,
allowing them to deal well with situations of rapidly changing context. However,
their limited reasoning capabilities are a trade-off that we cannot neglect. They
cannot deal with missing or ambiguous information, which is a common case in
ambient environments, and are not able to provide support for decision making.
Thus, we argue, that although we can use them in cases where we just want to
retrieve information from the context knowledge base, check if the available con-
text data is consistent or derive implicit ontological knowledge, they cannot serve
as a standalone solution for the needs of ambient context-aware applications.

3 Rule-based Reasoning

In the Ambient Intelligence domain, rules are primarily used to express policies,
constraints and preferences. Below, we present some representative examples.

In the SOCAM architecture, they use FOL rules to reason about context
([16]). To resolve possible conflicts, they have defined sets of rules on the classi-
fication and quality information of the context data. They suggest that different
types of context have different levels of confidence and reliability. For example,
defined context is more reliable compared to sensed and deduced context. They
also have different levels of quality; for example, an RFID-based location sensor
may have a 80% accuracy rate whereas a Bluetooth-based sensor may only have
a 60% accuracy rate. The reasoning engine is implemented in Jena2.

In the Semantic Space Architecture, there are two modules for retrieving and
deriving new information from the OWL Knowledge Base ([17]). The Context
Query Engine provides an interface for applications to extract desired context
information from the knowledge base. The Context Reasoner enables the users
to deduce higher level knowledge, based on the context data of the KB, using
FOL rules. The system uses Jena2 to perform forward-chaining reasoning over
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the KB, based on the rules provided by the user. The same approach is also
followed in the prototype context-aware implementation descibed in [18].

As part of Gaia, Ranganathan and Campbell propose a FOL-based context
infrastructure ([19]). The context information is represented as first-order pred-
icates, with the name of a predicate being the type of context described. The
model allows both universal and existential quantification over variables. This
allows parameterizing context and representing a much richer set of contexts.
A predefined set of rules is used to deduce higher-level knowledge based on the
raw context data. Whenever a change occurs in the system’s context, the rules
are re-evaluated and the new inferred context replaces the old one. To resolve
conflicts that occur when multiple rules are activated in the same time, they
have developed a priority base mechanism, allowing only one rule to fire at each
time. For the evaluation of the rules, they use the XSB reasoning engine.

In [20], the use of OWL is proposed both for context representation data, and
for the rules expressing the user preferences and security constraints. Once all
the context knowledge has been loaded in system (implemented on Jess), some
predefined forward-chaining rules are used to complete the core knowledge base.
The service invocation rules, and the privacy enforcing rules, both represented
as backward-chaining rules are then applied to the knowledge base.

The Semantic Context-Aware Access Control Framework in [21] uses a com-
bination of Description Logics and Logic Programming reasoning. Specifically,
they define two types of rules: (a)context aggregation rules to support reason-
ing using property path relationships; (b) context instantiation rules to provide
OWL assertions for attribute values. Both types of rules are expressed according
to the following pattern: if context attributes C1...Cn then context attribute
Cm, which corresponds to a Horn clause, where predicates in the head and in
the body are represented by classes and properties defined in the context and
application-specific ontologies. A similar hybrid reasoning approach is also im-
plemented in the context-aware service adaptation middleware described in [22]).

Rule languages provide a formal model for context reasoning. Furthermore,
they are easy to understand and widespread used, and there are many systems
that integrate them with the ontology model. However, all these approaches share
a common deficiency; they cannot handle the highly changeable, ambiguous and
imperfect context information. In many of the cases that we described, they had
to build additional reasoning mechanisms to deal with conflicts, uncertainty and
ambiguities. The proposed logic models suit better in cases, where we are certain
about the quality of the collected data. Consequently, neither of these models
can serve as the solution to the required reasoning tasks.

4 Distributed Reasoning Techniques

In an Ambient Intelligence environment, there coexist many different entities
that collect, process, and change the context information. Although they all
share the same context, they face it from different viewpoints based on their
perceptive capabilities, their experiences and their goals. Moreover, they may
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have different reasoning, storage and computing capabilities; they may ”speak”
different languages; they may even have different levels of sociality. This diver-
sity raises additional research challenges in the study of smart spaces, which
only few recent studies have addressed. In the following paragraphs, we present
these approaches, which have the common feature of employing methods and
techniques from the field of Distributed Artificial Intelligence.

One such approach is sTuples ([23]). This framework extends Tuple Spaces
using SW technologies to represent and retrieve tuples from a Tuple Space. The
Tuple Space model uses a logically shared memory, where producers add tuples
to a common space, while consumers read or extract tuples from the space using
a search template. The sTuples model advances the space lookup operations
using DAML+OIL for the representation of context entities and RACER as
the reasoning engine. It provides a generic framework to implement clients and
services in a pervasive environment by using service and data tuples. Data tuples
are semantic descriptions of the context data that an entity is willing to share
with other entities in the environment, while service tuples are advertisements
of the services offered in the same environment. Each entity uses various types
of agents to gain access to the Tuple Space, each of which has a distinct role.
Examples of such roles are, managing the addition, removal and state changes
of tuples, searching in the Tuple Space, recommending services to the user, and
notifying the user about tuple changes.

Similar approaches, which combine SW technologies and shared memory
models to support asynchronous communications in ambient environments, are
the Semantic Spaces ([24]), and the context management framework presented
in [25]. The latter follows a blackboard -based approach. A mobile terminal sys-
tem uses a central context manager, which stores context information from any
available source. Clients can directly query the manager to gain context infor-
mation, subscribe to various context change notification services, or use higher
level contexts transparently. In the latter case, the context manager assigns the
reasoning tasks to dedicated recognition services.

The OWL-SF framework ([26]) combines the OMG’s Super Distributed Ob-
jects (SDO) technology and the OWL language to allow the distribution of
semantically annotated services for the needs of ambient context-aware systems.
SDOs are logical representations of hardware and software entities that are used
to enable distributed interoperability. The proposed framework integrates two
basic building blocks, OWL-SDOs and Deduction Servers. The OWL-SDOs are
semantic extensions of SDOs; they use the OWL language to describe their sta-
tus, services and communication interface. Deduction servers are specific OWL-
SDOs that provide reasoning services. They contain a deduction engine coordi-
nating reasoning tasks, an RDF inference layer providing rule reasoning support
and an OWL-DL reasoner. Besides providing reasoning support, they are re-
sponsible for collecting the status of SDOs published using the OWL format,
and for building an integrated OWL description accessible to reasoning.

The main feature that distinguishes the latter study is the lack of a central
reasoning or control entity; it is fully decentralized. Collecting the reasoning
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tasks in a central entity certainly has many advantages; we can achieve better
control, and better coordination between the various entities that have access
to the central entity. Blackboard-based and shared-memory models have been
thoroughly studied and used in many different types of distributed systems and
have proved to work well in practice. The requirements are, though, much dif-
ferent in this setting. Context may not be restricted to a small room, office or
apartment; we must also study cases of broader areas. The communication with
a central entity is not guaranteed; we must assume unreliable and restricted
wireless communications. Thus, a fully distributed scheme is a necessity. The
OWL-SF framework is a step towards the right direction, but certainly not the
last one. In order to deal with more realistic ambient environments, we need
to eliminate some of the assumptions that they make. For example, different
entities are not required to use the same representation and reasoning models,
and we cannot always assume the existence of dedicated reasoning machines.

5 Other Reasoning Techniques

This section presents additional techniques that have been used to enhance the
reasoning capabilities of AmI applications to deal with certain challenges, such
as the ambiguity of context information, and the vast amount of context data.

In AmbieSense ([27]), they deal with the potentially vast amount of context
data, using Case Based Reasoning. The reasoning mechanism is split into two
different parts; the on-line part that resides on the user’s mobile device, and the
off-line part that resides on the user’s backbone system. When new information
arrives from the context retrieval module, it is translated to fit a preexistent
ontology and sent to a CBR agent. The agent tries to retrieve a known context
or case, and classifies the current situation based on the retrieved one. The
associated goal is then presented to the task decomposition agent, and the case
is stored in the case base. Since the user is expected to experience a few different
situations daily, the storage of the cases will quickly fill up the mobile device
and the CBR searching process will be hampered. To remedy this, some of the
reasoning process is moved into the user’s backbone servers.

The ec(h)o audio museum guide, described in [28], uses DAML+OIL ontolo-
gies for the representation of context data and user profiles. Its reasoning engine
uses a forward-chaining reasoning mechanism to select the sound objects to be
presented. The rules use several criteria that correspond to the semantic de-
scriptions of the museum artifacts, the visitor’s profile, and the way the visitor
moves and interacts with the artifacts. To perform reasoning more efficiently,
they build a virtual network that keeps track of possible combinations of facts,
and support rule activation using the RETE algorithm (implemented in Jess).

The use of a Bayesian network to deal with the ambiguity of context data
has been proposed in some recent studies. In MIRA, a context-based retrieval
system capable of recording and indexing MBone videoconferences, they use a
Bayesian network, coupled to a cost model, to describe a context-retrieval ser-
vice that provides performance measures based on reliability and resource usage
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cost ([29]). In [30], a probabilistic model is used to define uncertain contexts.
This model extends the OWL ontology model of SOCAM, by attaching proba-
bility values to the context predicates. They also adopt a Bayesian network as
an underlying reasoning mechanism, as it has efficient probabilistic reasoning ca-
pabilities and allows representing causal relationships between various contexts.
Bayesian networks to recognize high-level contexts have also been used in [25].1

6 Discussion

The special requirements of ambient environments impose the need of logic mod-
els that inherently deal with the imperfect nature of context data. Models that
embody the notions of uncertainty, temporal and spatial change, and incom-
pleteness would provide more robust and efficient solutions. A possible solution
is the use of nonmonotonic reasoning, which has already been studied and used
in other settings with similar requirements, such as the Web, e-learning environ-
ments, business rules, security specifications, negotiation protocols, and others.
Recently, a number of nonmonotonic rule languages have been studied and rea-
soners that integrate them well with ontologies have been developed.

The main drawback of this approach is its relatively higher computational
complexity, which becomes even worse, if we consider the potentially vast amount
of available context data. A possible solution is to partition the large knowledge
bases into smaller pieces, share these pieces with other computing devices, and
deploy some form of partition-based reasoning. This is of course not an easy
task, and only few recent studies have focused on this problem. An interesting
approach is proposed in [31], which studies the partitioning of a large OWL
ABox with respect to a TBox so that specific kinds of reasoning can be performed
separately on each partition and the results trivially combined in order to achieve
complete answers. In [32], they propose algorithms for reasoning with partitions
of related logical axioms in propositional and first-order logic, and a greedy
algorithm that automatically decomposes a set of logical axioms into partitions.
Applying these ideas in AmI seems to be a very promising research direction.

Finally, to achieve collective intelligence, we must study methods for inte-
grating and reasoning with data coming from heterogeneous sources and pos-
sibly described in different vocabularies. Translating all the data in a common
format (schema) and performing centralized reasoning (followed by most of the
studies that we presented) is one of some possible solutions. This approach is
described as the Local-As-View approach in the Data Integration research area
([33]). Other approaches, concerning mainly the integration of heterogeneous
data, are the Global-As-View approach and the Both-As-View approach ([33]),
which have been recently studied and implemented in semantic P2P manage-
ment systems. GAV assumes a global virtual schema, which is defined as a set of
views over the data source schemas. This enables writing queries and rules using
the local language of each data source. In BAV, local schemas are mapped to
1 The modeling and reasoning approaches, along with the architecture and the aim of

the systems referenced in Sections 2-6 are summarized in Table 1.
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Table 1. Main Features of Context-Aware Frameworks

System Modeling Reasoning Architecture Aim

CoBrA [9] OWL RDQL centralized context-aware
(agent-based) services

Context Awareness RDF RDQL centralized service
Framework [10] prioritization

CG Platform [11] RDF RQL centralized location-based
services

Semantic Mobile DL DL distributed profile-service
Environment [13] (P2P) matchmaking

Context-Aware Door
Lock [14]

OWL DL centralized automatic door lock

SOCAM [16],[30] OWL FOL + centralized middleware for
Bayesian (middleware) mobile services

Semantic Space [17] OWL RDQL+FOL centralized smart space
mobile services

Gaia Context FOL FOL centralized context-aware
Infrastructure [19] services

CONON OWL DL+FOL centralized context-aware
Prototype [18] services

eWallet [20] OWL Jess centralized context-aware
(agent-based) services

Context-Aware OWL DL+LP centralized policy evaluation
Access Control
Framework [21]

CARE [22] OWL DL+LP centralized service adaptation
(middleware)

sTuples [23] DAML+OIL DL decentralized mobile services
shared memory

Semantic Spaces [24] RDF decentralized information sharing
shared memory

Context RDF Bayesian decentralized information sharing
Management (blackboard- notification services
Framework [25] based)

OWL-SF [26] OWL DL distributed distributed services
(SDOs)

AmbieSense [27] taxonomies CBR centralized context manage-
ment

ec(h)o system [28] DAML+OIL Jess centralized audio museum
guide

MIRA [29] XML Bayesian centralized videoconferences
management
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each other using a sequence of schema transformations (mappings). Reasoning
with multiple ontologies interrelated with semantic mappings is studied in [34].
Examples of totally distributed reasoning algorithms, where the whole reasoning
procedure can be viewed as a chain of reasoning tasks performed by different
entities, can be found in [35]. These approaches can also lead to new ideas on
how to exploit the different reasoning capabilities of each entity in an ambient
environment, in order to make the whole system of entities more intelligent.
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Abstract. In ambient environments, there coexist many different enti-
ties that collect, process, and change the available context information.
Although they all share the same context, they face it from different
viewpoints based on their perceptive capabilities, experiences and goals.
Moreover, they are expected to use distinct vocabularies; they may even
have different levels of sociality. This diversity raises additional research
challenges in the study of Distributed Artificial Intelligence. In this pa-
per, we present an algorithm for reasoning with distributed rule theories
in an ambient setting. The algorithm models the participating agents as
nodes in a peer-to-peer system, and considers the potential conflicts that
may arise during the integration of the distributed theories taking into
account some special characteristics of context knowledge and ambient
agents.

1 Introduction

The study of ambient environments and pervasive computing systems has intro-
duced new research challenges in the field of Distributed Artificial Intelligence.
These are mainly caused by the imperfect nature of the available context infor-
mation and the special characteristics of the agents that provide and process this
knowledge. Henricksen and Indulska in [1] characterize four types of imperfect
context information: unknown, ambiguous, imprecise, and erroneous. Sensor or
connectivity failures (which are inevitable in wireless connections) result in sit-
uations, that not all context data is available at any time. When the data about
a context property comes from multiple sources, the context information may
become ambiguous. Imprecision is common in sensor-derived information, while
erroneous context information arises as a result of human or hardware errors.

The agents that operate in an ambient environment are expected to have
different goals, experiences and perceptive capabilities. They may use distinct
vocabularies; they may even have different levels of sociality. Due to the highly
dynamic and open nature of the environment (various entities join and leave
the environment at random times), they are not able to know a priori all other
entities that are present at a specific time instance nor can they communicate
directly with all of them.

Considering these requirements, three main challenges of knowledge manage-
ment in Ambient Intelligence are to enable:
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1. Reasoning with the highly dynamic and ambiguous context data.
2. Managing the potentially huge piece of context data, in a real-time fashion,

considering the restricted computational capabilities of some mobile devices.
3. Collective intelligence, by supporting information sharing, and distributed

reasoning between the entities of the ambient environment.

So far, most pervasive computing frameworks have followed fully centralized
approaches (e.g. [2–11]), while some others have employed models based on the
blackboard and shared memory paradigms (e.g. [12–14]). Collecting the reasoning
tasks in a central entity certainly has many advantages. It achieves better con-
trol, and better coordination between the participating entities. However, such
solutions cannot meet the demanding requirements of ambient environments.
The dynamics of the network and the unreliable and restricted (by the range
of the transmitters) wireless communications inevitably lead to fully distributed
solutions.

The goal of this study is to propose a distributed solution tailored to the
special characteristics of ambient environments. The approach we propose to
take models the agents of an ambient environment as nodes in a peer-to-peer
system. Specifically, it considers nodes that have independent knowledge, and
that interact with existing, neighboring nodes to exchange information. The
internal knowledge is expressed in terms of rules, and knowledge is imported
from other nodes through bridging rules.

Even if it is assumed that the theory of each node is locally consistent,
the same assumption will not necessarily hold for the global knowledge base.
The unification of the local theories, which model the viewpoints of the different
nodes, may result in inconsistencies that are caused by the bridging rules. To deal
with them, we follow a non-monotonic approach; bridging rules are expressed as
defeasible rules (rules that may be defeated in the existence of adequate contrary
evidence), and priorities between conflicting rules are determined by the level of
trust that each node has on the other system nodes. In this way, the proposed
approach manages to exploit the knowledge of every system node, and reason
in a consistent and efficient manner, taking into account the viewpoint of each
different node with regard to its context and cooperating peers.

The rest of the paper is structured as follows. Section 2 refers to the most
prominent recent studies on reasoning in P2P data management systems and
contextual reasoning. In Section 3, we present the algorithms that constitute
our approach for reasoning with distributed rule theories. The conclusive section
briefly describes the next steps of our work.

2 Related Work

Several recent studies have focused on developing formal models and methods
for reasoning in peer-to-peer database systems. A key issue in formalizing data-
oriented P2P systems is the semantic characterization of the mappings (bridging
rules). One approach (followed in [15, 16]) is the first-order logic interpretation
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of P2P systems. In [17], Calavanese et al. identifies several drawbacks with this
approach, regarding modularity, generality and decidability, and proposes new
semantics based on epistemic logic. A common problem of both approaches is
that they do not model and thus cannot handle inconsistency. Franconi et al. in
[18] extends the autoepistemic semantics to formalize local inconsistency. The
latter approach guarantees that a locally inconsistent database base will not
render the entire knowledge base inconsistent. A broader extension, proposed
by Calvanese et al. in [19], is based on nonmonontonic epistemic logic, and
enables isolating local inconsistency, while also handling peers that may provide
mutually inconsistent data. The proposed query evaluation algorithm assumes
that all peers share a common alphabet of constants, and does not model trust or
priorities between the peers. The propositional P2P inference system proposed
by Chatalic et al. in [20] deals with conflicts caused by mutually inconsistent
information sources, by detecting them and reasoning without them. The main
problem is the same, once again: To perform reasoning, the conflicts are not
actually resolved using some external trust or priority information; they are
rather isolated.

Relevant to our work are also some recent research studies that combine the
fields of multi-context systems (MCS) and nonmonotonic reasoning. The first
prominent work in this research line was conducted by Roelofsen and Serafini.
They define in [21] a non-monotonic rule-based MCS framework, which contains
default negation in the rules. The multi-context variant of Default Logic, intro-
duced by Brewka et al. in [22] is a step further towards nonmonotonic contextual
reasoning. Specifically, the authors propose to model the bridge relations between
different contexts as default rules. The latter study has the additional advantage
that is closer to implementation due to the well-studied relation between De-
fault Logic and Logic Programming. However, the authors do not provide cer-
tain reasoning algorithms, leaving some practical issues, such as the integration
of priority information, unanswered.

3 Our Approach

We propose modeling the agents of an ambient environment as nodes in a P2P
system. This choice is not arbitrary. The P2P paradigm captures many critical
properties of ambient settings:

1. Each different peer independently collects and processes in its own way the
available context information.

2. Each peer may not have (immediate) access to all information sources.
3. The peers share their knowledge through messages with their neighboring

nodes.
4. Each peer may not trust all the other peers at the same level.
5. Peers join and leave the system randomly.

Below, we define our P2P model, which captures local knowledge, mapping
relations through which the nodes exchange information, and trust between the
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system nodes. We also define the specific reasoning problem that we deal with,
and describe the reasoning algorithms that we have developed.

3.1 Definitions

We assume a peer-to-peer system P as a collection of local theories:

P = {Pi}, i = 1, 2, ..., n

Each peer has a proper distinct vocabulary VPi and a unique identifier i. Each
local theory is a set of rules that contain only local literals (literals from the
local vocabulary). These rules are of the form:

ri : ai, bi, ...ki → xi

where i denotes the peer identifier.
Each peer also defines mappings that associate literals from its own vocab-

ulary (local literals) with literals from the vocabulary of other peers (remote
literals). The acquaintances of peer Pi, ACQ(Pi) are the set of peers that at
least one of Pi’s mappings involves at least one of their local literals. The map-
pings are rules of the form:

mi : ai, bj , ...zk → x

The above mapping rule is defined by Pi, and associates some of its own local
literals with some of the literals defined by Pj , Pk and other system nodes. Literal
x may belong to whichever vocabulary of these system nodes. Finally, each peer
defines a trust order Ti, which includes a subset of the system nodes.

3.2 Problem Statement

Given a peer-to-peer system P , and a query about literal xi issued at peer Pi,
find the truth value of xi considering Pi’s local theory, its mappings and the
theories of the other system nodes.

We assume that the local theories are consistent, but this is not necessarily
true for the case of the unified theory T (P ), which is the collection of the theories
(local rules and mappings) of the system nodes. The inconsistencies result from
interactions between local theories and are caused by mappings.

An example of such conflicts derives in the following system of theories:

P1 P2 P3

r11 : a1 → x1 r21 : → a2 r31 :→ a3

m11 : a2 → a1

m12 : a3 → ¬a1

Pi’s theory is locally consistent, but with the addition of the the two mapping
rules (m11,m12), which associate the literals of P1 with those of P2 and P3, a
conflict about literal a1 derives from the interaction of the three theories.
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3.3 P2P DR Algorithm

The algorithm follows four main steps. In the first step (lines 1-16), it uses
Pi’s local theory to prove xi. If xi or its negation, ¬xi, derives from the peer’s
local theory, the algorithm terminates returning Y es/No respectively, without
considering the peer’s mappings or the theories of other peers in the system.

In the second step (lines 17-41), if neither xi nor ¬xi derives from the local
theory, the algorithm also uses Pi’s mappings. It collects all the rules that support
xi. For each such rule, it checks the provability of the literals in its body. For each
local/remote literal, it issues similar queries (recursive calls of the algorithm) to
Pi (local literals) or to the appropriate Pi’s acquaintances (remote literals). To
avoid circles, before each new call, the algorithm checks if the same query has
been issued before, during the same query evaluation process. At the end of this
step, the algorithm builds the mapping supportive set of xi; this contains the
set of mapping (locally or remotely defined) rules that can be used to prove xi

in the absence of contradictions.
The third step (lines 42-66) involves the rules that contradict xi. The al-

gorithm builds the mapping conflicting set of xi, by collecting the rules that
support ¬xi.

In the last step (lines 64-71), the algorithm decides about xi by comparing
the supportive and conflicting sets. To compare two mapping sets, a peer uses
its trust order Ti. According to this order, one mapping rule mk is considered
to be stronger than ml from Pi’s viewpoint if Pi trusts Pk more than Pl. The
strength of a mapping set is determined by the weakest rule in this set. In the
followings, we denote as:

rl
i: a local rule of Pi

rm
i : a mapping rule of Pi

rlm
i : a rule (local/mapping) of Pi

Rm: the set of all mapping rules
Rs(xi): the set of supportive rules for xi

Rc(xi): the set of conflicting rules for xi

When a node Pi receives a query about xi, it runs the P2P DR algorithm.
The algorithm parameters are:

xi: the queried literal
P0: the peer that issued the query
Pi: the local node
SSxi : the set of supportive mappings for xi (initially empty)
CSxi : the set of conflicting mappings for xi (initially empty)
Histxi : the list of pending queries of the form: [x1, ..., xi]
Ansxi

: the answer returned for xi (initially empty)

P2P DR(xi, P0, Pi, SSxi , CSxi
,Histxi

, Ansxi)
1: if ∃rl

i ∈ Rs(xi) then
2: localHistxi ← [xi]
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3: run local alg(xi, localHistxi , localAnsxi)
4: if localAnsxi = Y es then
5: Ansxi ← localAnsxi

6: terminate
7: end if
8: end if
9: if ∃rl

i ∈ Rc(xi) then
10: localHistxi ← [xi]
11: run local alg(¬xi, localHistxi , localAns¬xi)
12: if localAns¬xi = Y es then
13: Ansxi ← ¬localAns¬xi

14: terminate
15: end if
16: end if
17: for all rlm

i ∈ Rs(xi) do
18: SSri

← {}
19: for all bt ∈ body(rlm

i ) do
20: if bt ∈ Histxi

then
21: stop and check the next rule
22: else
23: Histbt ← Histxi

⋃
bt

24: run P2P DR(bt, Pi, Pt, SSbt
, CSbt

,Histbt
, Ansbt

)
25: if Ansbt

= No then
26: stop and check the next rule
27: else
28: SSri

← SSri

⋃
SSbt

29: end if
30: end if
31: end for
32: if rlm

i ∈ Rm then
33: SSri

← SSri

⋃
rlm
i

34: end if
35: if Stronger(SSri

, SSxi
, Ti) = Y es then

36: SSxi ← SSri

37: end if
38: end for
39: if SSxi

= {} then
40: return Ansxi = No and terminate
41: end if
42: for all rlm

i ∈ Rc(xi) do
43: SSri ← {}
44: for all bt ∈ body(rlm

i ) do
45: if bt ∈ Histxi then
46: stop and check the next rule
47: else
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48: Histbt ← Histxi

⋃
bt

49: run P2P DR(bt, Pi, Pt, SSbt , CSbt ,Histbt , Ansbt)
50: if Ansbt = No then
51: stop and check the next rule
52: else
53: SSri ← SSri

⋃
SSbt

54: end if
55: end if
56: end for
57: if rlm

i ∈ Rm then
58: SSri ← SSri

⋃
rlm
i

59: end if
60: if Stronger(SSri , CSxi , Ti) = Y es then
61: CSxi

← SSri

62: end if
63: end for
64: if CSxi

= {} then
65: return Ansxi

= Y es and SSxi
and terminate

66: end if
67: if Stronger(SSxi

, CSxi
, Ti) = Y es then

68: return Ansxi
= Y es and SSxi

and terminate
69: else
70: Ansxi

= No and terminate
71: end if

The local alg(xi, localHistxi
, localAnsxi

) is used to determine if xi is a con-
sequence of Pi’s local theory. The algorithm parameters are:

xi: the queried literal
localHistxi

: the list of pending queries in Pi of the form: [x1
i , ..., x

m
i ]

localAnsxi
: the local answer returned for xi (initially No)

local alg(xi, localHistxi
, localAnsxi

)
1: for all rl

i ∈ Rs(xi) do
2: if body(rl

i) = {} then
3: return localAnsxi = Y es
4: terminate
5: else
6: for all bi ∈ body(rl

i) do
7: if bi ∈ localHistxi then
8: stop and check the next rule
9: else

10: localHistbi
← localHistxi

⋃
bi

11: run local alg(bi, localHistbi
, localAnsbi

)
12: end if
13: end for
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14: if for every bi: localAnsbi = Y es then
15: localAnsxi ← Y es
16: terminate
17: end if
18: end if
19: end for

The Stronger(S, C, Ti) function is used by Pi to check if the S set of map-
pings is stronger than the C set of mappings based on Pi’s trust level order, Ti.

Stronger(S, C, Ti)
1: rw

s ← rs ∈ S s.t. forall ri ∈ S : rs is not weaker than ri (according to Ti)
2: rw

c ← rc ∈ C s.t. forall rj ∈ C : rc is not weaker than rj (according to Ti)
3: if rw

s is stronger than rw
c then

4: Stronger = Y es
5: else
6: Stronger = No
7: end if

3.4 Algorithm Properties

The application of the proposed algorithms in real scenarios largely depends on
some properties regarding its termination and complexity.

Termination. We assume that there are a finite number of nodes in the system,
each of which with a finite number of literals in its vocabulary. As a consequence,
there are a finite number of rules that a peer may define. If the algorithm did
not terminate, it would have to make indefinite recursive calls, adding each time
a new query to the history, without ever returning an answer or detecting a
cycle. However, this is impossible, because: (a) the number of recursive calls is
bounded by the total finite number of literals in the system; and (b) there can
be a finite number of independent (with different history) algorithm calls. These
are bounded by the total finite number of rules in the system. Consequently, the
algorithm will eventually terminate.

Number of Messages. To reduce the complexity of the algorithm with regard
to the number of messages that the system nodes have to exchange, and the
computational overhead of the algorithm on each system node, we can make the
following optimization: Each node is required to retain two states: (a) the state
of the queries it has been requested to process, INC Q; this contains tuples of
the form (qi, Ansqi

), where qi is the queried literal, and Ansqi
is true/false in

the case the node has completed the computation, or undetermined otherwise;
and (b) the state of the queries it has requested other peers to process, OUT Q
(of the same form). Before sending a query to one of its neighbors, a node checks
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if the same query is in OUT Q. If this is the case, it retrieves the answer stored
in OUT Q if this has the value true/false, or waits until the pending query
returns a true/false answer. When a new query is issued at a node, the node
checks if the same query is in its INC Q. If it is, the node returns the stored
true/false answer for that query if this has already been computed; otherwise,
it suspends the new query until the pending query returns a true/false answer.
The space overhead of both states is proportional to the number of mappings
that a node defines. The two states need to be updated every time a new query
is issued at the system from an external source (we assume that the state of the
network remains unchanged during the computation of each such query).

With these optimizations, each node will have to make at most one query
for each of the remote literals that appear in the body of its mapping rules. In
the worst case, that each peer has defined mappings that involve literals from
all the other nodes in the system, and needs to apply all these mappings during
a query evaluation, each peer will have to make n × nl queries, where n is the
number of system nodes and nl is the maximum number of literals that a node
may define. So, the total number of messages that need to be exchanged for the
computation of a single query is in the worst case n×n×nl = O(n2) (assuming
that the number of nodes is the most critical parameter in the system).

4 Conclusion

We presented an approach for distributed reasoning in P2P settings, taking into
account some special properties and constraints of context knowledge and am-
bient environments. The proposed reasoning algorithm models and reasons with
potential conflicts that may arise during the integration of the distributed theo-
ries; to resolve these conflicts it uses trust information from the system nodes. We
have already proved some desirable algorithm properties regarding its termina-
tion and complexity, and we are in the course of studying other properties, such
as the computational complexity of the distributed algorithm on a single node.
Other planned research directions of the same work are: (a) Study if there is an
equivalent defeasible theory that derives from the unification of the distributed
theories and produces the same results; (b) Extend the algorithm to support
overlapping vocabularies; (c) Extend the algorithm to support defeasible local
rules, and non-Boolean queries; and (d) Study applications in the Ambient Intel-
ligence domain, where the theories may represent ontological knowledge (Horn
logic subset of OWL DL), policies or regulations.
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Abstract. Ambient agents react on humans on the basis of partial information 
obtained by sensoring. Appropriate types of reactions depend on in how far an 
ambient agent is able to interpret the available information (which is often incomplete, 
and hence multi-interpretable) in order to create a more complete internal image of the 
environment, including humans. This interpretation process, which often has multiple 
possible outcomes, can make use of an explicitly represented model of causal and 
dynamic relations. Given such a model representation, the agent needs a reasoning 
method to interpret the partial information available by sensoring, by generating one 
or more possible interpretations. This paper presents a generic model-based default 
reasoning method that can be exploited to this end. The method allows the use of 
software tools to determine the different default extensions that form the possible 
interpretations.  

1   Introduction 

Ambient Intelligence [1, 2, 16] applications usually involve sensor information about the 
environment, including humans. As this information is often incomplete, applications that 
require a high level of context awareness (see also [17, 18, 19]) depend on the availability 
of methods to analyse such information. One way is to  include computational models about 
environmental and human functioning in ambient agents. However, even when incomplete 
sensor information is refined on the basis of such models to create a more complete internal 
image of the environment’s and human’s state, still this may result in partial information 
that can be interpreted in different manners. Reactions of ambient agents then depend on in 
how far they are able to handle the available multi-interpretable information. To do this, the 
agent needs a reasoning method to generate one or more of the possible interpretations. 
Tools from the area of nonmonotonic logic can provide adequate analysis tools for 
reasoning processes concerning partial information. Within nonmonotonic logic approaches 
it is possible to formalise reasoning processes that deal with multiple possible outcomes, 
which can be used to model different possibilities of interpretation; see [10] for a similar 
perspective on the application of nonmonotonic logic tools.  

This paper presents a generic model-based default reasoning method that can be 
exploited to this end. The method exploits the available causal model and allows the use of 
software tools to determine the different default extensions that form the possible 
interpretations, given the sensor information and the causal model. Moreover, by formally 
specifying the default rules in an executable temporal format, according to the approach put 
forward in [8, 9], explicit default reasoning processes can be generated.  
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Section 2 describes two case studies used to illustrate the approach. In Section 3 the 
basic concepts used are briefly introduced. Section 4 presents the approach to use default 
logic in conjunction with causal graphs to refine partial information by defining multiple 
interpretations. Finally, Section 5 is a discussion.  

2  Case Studies 

Two case studies are used throughout this paper; they are introduced below. 
 
Wristband for Elderly 
As a case study, the reasoning concerning conditions that occur amongst elderly people is 
used. Figure 1 shows a simplified causal model for such conditions. On the left hand side 
five conditions are shown: awake, asleep, syncope (fainted), myocardial infarction (heart 
attack) and cardiac arrest. The output of the model consists of symptoms that can be 
measured with a wristband, which are pulse, blood pressure and body temperature. Such a 
causal model can help in finding out the current condition of an elderly person based on 
sensory information from the wristband. 
 

 

Fig. 1. Causal model for the condition of an elderly person 

Crime Case 
In this case study, a system is used that can help the police solve a crime using ambient 
intelligence facilities. A Dutch company (Sound Intelligence) developed microphones that 
can distinguish aggressive sounds. Consider the situation in which these microphones are 
distributed at crucial points in the city, similar to surveillance cameras. Furthermore, 
suppose in this scenario that for some persons ankle bracelets are used as a form of 
punishment, which can measure the level of ethanol in the person’s perspiration, and 
indicate their position. 

In this example scenario, someone is beaten up nearby a microphone. The microphone 
picks up the sound of the fight and records this. After an investigation, the police have three 
suspects. The first suspect is known to have a high level of testosterone, which often leads 
to aggressive behaviour. The second suspect is someone who is sensitive for alcohol 

pulse normal 
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cardiac arrest 

pulse low 
healthy awake 

healthy asleep
pulse irregular 

pulse none 

blood pressure normal 

blood pressure low 

blood pressure very low 
 

pulse very low 

temperature normal 

temperature low 

myocardial infarction
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(causing aggression) and wears an ankle bracelet that measures the level of ethanol in his 
system. He has been seen in a nearby cafe. The third suspect is diagnosed with Intermittent 
Explosive Disorder (IED), which is a disorder that can lead to a terrible outburst of rage 
after an unpleasant or stressful meeting. Witnesses saw suspect 2 in the company of 
someone else.  

Figure 2 shows a causal model that is used for this situation that can help the police 
officers to figure out what information is missing and help them to plan their strategy. For 
example, did suspect 2 have a conflict with the person he was with? Did suspect 3 drink 
alcohol? Aggressive sounds are caused by persons that are aggressive, according to the 
model. Three possible causes for this aggressiveness are considered, as can be seen in 
Figure 2: someone can have a high level of testosterone, someone can just have been in a 
situation of conflict or someone can have a high level of alcohol. 

 
Fig. 2. Causal model for the crime case 

3 Basic Concepts Used 

In this section the basic concepts used in the paper are briefly introduced. 
 

Causal models 
In this paper, this dynamic perspective on reasoning is applied in combination with facts 
that are labelled with temporal information, and models based on causal or temporal 
relationships that relate such facts. To express the information involved in an agent’s 
internal reasoning processes, the following ontology is used. 
 

leads_to_after(I:INFO_EL, J:INFO_EL, D:REAL) state property I leads to state property J after duration D  
at(I:INFO_EL, T:TIME) state property I holds at time T  

 
 

Multiple Interpretation  
Reasoning to obtain an interpretation of partial information can be formalised at an abstract 
generic level as follows. A particular interpretation for a given set of formulae considered 
as input information for the reasoning, is formalised as another set of formulae, that in one 
way or the other is derivable from the input information (output of the reasoning towards an 
interpretation). In general there are multiple possible outcomes. The collection of all 
possible interpretations derivable from a given set of formulae as input information (i.e., the 
output of the reasoning towards an interpretation) is formalised as a collection of different 
sets of formulae. A formalisation describing the relation between such input and output 
information is described at an abstract level by a multi-interpretation operator.  

The input information is described by propositional formulae in a language L1. An 
interpretation is a set of propositional formulae, based on a language  L2.  

conflict situation 

testosterone high 

aggressiveness high 

alcohol level high 

sound aggressive 

ankle ethanol level high drinks alcohol 
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a) A multi-interpretation operator MI with input language L1 and output language L2 is a 
function MI : P(L1) → P(P(L2))  that assigns to each set of input facts in L1 a set of sets of 
formulae in L2. 

b) A multi-interpretation operator MI is non-inclusive  if for all X ⊆ L1 and  S, T ∈ MI(X), if 
S ⊆ T  then  S = T.  

c) If L1 ⊆ L2, then a multi-interpretation operator  MI  is conservative if for all X ⊆ L1, T ∈ 
MI(X) it holds X ⊆ T.  

 

The condition of non-inclusiveness guarantees a relative maximality of the possible 
interpretations. Note that when MI(X) has exactly one element, this means that the set X ⊆ 
L1 has a unique interpretation under MI. The notion of multi-interpretation operator is a 
generalisation of the notion of a nonmonotonic belief set operator, as introduced in [6]. The 
generalisation was introduced and applied to approximate classification in [10]. A reasoner 
may explore a number of possible interpretations, but often, at some point in time a 
reasoner will focus on one (or possibly a small subset) of the interpretations. This selection 
process is formalised as follows (see [10]). 
a) A selection  operator  s  is a function s : P(P(L)) → P(P(L))  that assigns to each 

nonempty set of interpretations a nonempty subset: for all A with φ ≠ A ⊆ P(L) it holds φ 
≠ s(A) ⊆ A. A selection operator s is single-valued if for all non-empty  A  the set  s(A) 
contains exactly one element. 

b) A selective interpretation operator for the multi-interpretation operator  MI  is a function 
C : P(L1) → P(L2)  that assigns one interpretation to each set of initial facts: for all X ⊆ L1 
it holds  C(X) ∈ MI(X). 

 

Representation in Default Logic 
The representation problem for a nonmonotonic logic is the question whether a given set of 
possible outcomes of a reasoning process can be represented by a theory in this logic. More 
specifically, representation theory indicates what are criteria for a set of possible outcomes, 
for example, given by a collection of deductively closed sets of formulae, so that this 
collection can occur as the set of outcomes for a theory in this nonmonotonic logic. In [13] 
the representation problem is solved for default logic, for the finite case. Given this context, 
in the current paper Default Logic is chosen to represent interpretation processes. For the 
empirical material analysed, default theories have been specified such that their extensions 
are the possible interpretations. 

A default theory is a pair �D, W�. Here W is a finite set of logical formulae (called the 
background theory) that formalise the facts that are known for sure, and D is a set of default 
rules. A default rule has the form: α: β / γ. Here α is the precondition, it has to be satisfied 
before considering to believe the conclusion γ, where the β, called the justification, has to 
be consistent with the derived information and W. As a result γ might be believed and more 
default rules can be applied. However, the end result (when no more default rules can be 
applied) still has to be consistent with the justifications of all applied default rules. Normal 
default theories are based on defaults of the form α: β / β. In the approach supernormal 
default rules will be used: normal default rules where α is trivial: true. Such supernormal 
rules are denoted by β / β or : β / β; they are also called prerequisite-free normal defaults. For 
more details on Default Logic, such as the notion of extension, see e.g. [12, 15].  
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Temporal Specification of Reasoning Processes 
In this paper a dynamic perspective on reasoning is taken, following, e.g. [8, 9]. In practical 
reasoning situations usually different lines of reasoning can be generated, each leading to a 
distinct set of conclusions. In logic semantics is usually expressed in terms of models that 
represent descriptions of conclusions about the world and in terms of entailment relations 
based on a specific class of this type of models. In the (sound) classical case each line of 
reasoning leads to a set of conclusions that are true in all of these models: each line of 
reasoning fits to each model. However, for non-classical reasoning methods the picture is 
different. For example, in default reasoning or abductive reasoning methods a variety of 
mutually contradictory conclusion sets may be possible. It depends on the chosen line of 
reasoning which one of these sets fits. 

The general idea underlying the approach followed here, and inspired by [8, 9], is that a 
particular reasoning line can be formalised by a sequence of information states  M0, M1,  ...... . 
Here any  Mt  is a description of the (partial) information that has been derived up to time 
point  t. From a dynamic perspective, an inference step, performed in time duration D is 
viewed as a transition  Mt  →→→→  Mt+D  of a current information state  Mt  to a next information 
state  Mt+D. Such a transition is usually described by application of a deduction rule or proof 
rule, which in the dynamic perspective on reasoning gets a temporal aspect. A particular 
reasoning line is formalised by a sequence  (Mt) t∈∈∈∈T of subsequent information states labelled 
by elements of a flow of time T, which may be discrete, based on natural numbers, or 
continuous, based on real numbers.  

An information state can be formalised by a set of statements, or as a three-valued (false, 
true, undefined) truth assignment to ground atoms, i.e., a partial model. In the latter case, 
which is followed here (as in [8, 9]), a sequence of such information states or reasoning 
trace can be interpreted as a partial temporal model. A transition relating a next information 
state to a current one can be formalised by temporal formulae the partial temporal model 
has to satisfy.  
 

Executable Temporal Specification   
To specify models and to execute these models, the language LEADSTO, an executable 
sublanguage of Temporal Trace Language (TTL), is used. The basic building blocks of this 
language are causal relations of the format �  →→e, f, g, h 

�
, which means: 

 if state property α holds for a certain time interval with duration g, 
 then  after some delay (between e and f) state property β will hold 
 for a certain time interval of length h. 

where α and β are state properties of the form ‘conjunction of literals’  (where a literal is an 
atom or the negation of an atom), and e, f, g, h non-negative real numbers. For the sake of 
simplicity, especially when they are always the same, these subscripts may be left out of the 
notation and indicated separately. As an example, a modus ponens deduction rule in time 
duration D can be specified in temporal format as: 

derived(I) ∧ derived(implies(I, J))  →→D  derived(J) 

So, inference rules are translated into temporal rules thus obtaining a temporal theory 
describing the reasoning behaviour. Each possible line of reasoning can be described by a 
linear time model of this theory (in temporal partial logic). This representation format will 
be used to formalise this and other types of model-based reasoning methods, as is shown 
more extensively in Appendix A†. 

                                                           
† http://www.few.vu.nl/~fboth/default-refinement 
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4 Representing Model-Based Interpretation in Default Logic 

In this section it is discussed how a model-based interpretation operator can be represented 
in default Logic.  

4.1  Default logic for model-based refinement of partial information 

The causal theory CT of the agent consists of a number of statements a → b for each causal 
relation from a to b, with a and b atoms. Sometimes included in this set are some facts to 
indicate that some atoms exclude each other (for example, ¬(has_value(temperature, high) ∧ 

has_value(temperature, low) assuming that temperature can only be high or low), or that at least 
one of a set of atoms is true, (for example: has_value(pulse, high) ∨ has_value(pulse, normal)  ∨ 

has_value(pulse, low)). A set of literals S is coherent with CT if S ∪ CT is consistent. The set S 
is called a maximal coherent set for CT if it is coherent, and for all sets T coherent  with CT 
with S ⊆ T it holds S = T. Let X be a set of formulae. The multi-interpretation operator 
MICT(X) is defined by  
 MICT(X) = { Cn(X ∪ CT ∪ S)  |  S maximal coherent with CT } 
This operator defines for the partial information the agent may have at some point in time 
(indicated by set of literals X) the set of all complete refinements of X which are coherent 
with the causal model. This operator has been defined above in an abstract manner, and 
only indicates the possible outcomes of a reasoning process, not the steps of the reasoning 
process itself. A next step is to obtain a representation of this operator in a well-known 
formalism such as default logic. Based on this default logic representation, reasoning 
processes can be defined that can be performed to obtain one or more of the interpretations. 

The following Default Theory ∆CT(X) = �W, D� can be used to represent the multi-
interpretation operator MICT (notice that this is a supernormal default theory); see also [13], 
Theorem 5.1: 

W   =   CT ∪ X   
 D    =   { (true: a / a)   | a literal for an atom occurring in CT } 

Here a literal is an atom or a negation of an atom. That this default theory represents  
MICT means that for any set X indicating partial information the set of interpretations 
defined by MICT(X) can be obtained as the set of all extensions of the default theory 
∆CT(X). This representation allows to determine the interpretations by using known 
methods and tools to determine the extensions of a default theory. One of these methods is 
worked out in a tool called Smodels, based on answer set programming; cf. [14]. The use of 
this for the two case studies will be discussed in the next two Subsections 4.2 and 4.3. 
Another method to determine the extensions of a default theory is by controlled or 
prioritised default reasoning. This method is illustrated in Appendix A. 

4.2 A Default Theory for the Wristband for Elderly Case 

In order to represent the knowledge introduced in Section 2.1, the following default theory 
has been specified. First, the causal background theory (W = CT) is defined, based on the 
causal graph shown in Figure 1. Furthermore, inconsistent values are defined for the 
various facets (i.e. pulse, temperature, blood pressure, and condition): 

inconsistent_values(pulse, normal, low) 
inconsistent_values(condition, healthy_awake, healthy_asleep) 
etc. 
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If an attribute has a certain value and this value is inconsistent with another value, then this 
other value is not the case. 

has_value(y, x1) ∧ inconsistent_values(y, x1, x2) → ¬ has_value(y, x2) 

Besides the background theory, also the default theory ∆CT has been generated from this 
causal theory CT.  The default rules for the atoms are simply as follows: 

has_value(condition, healthy_awake) / has_value(condition, healthy_awake) 
has_value(condition, healthy_asleep) / has_value(condition, healthy_asleep) 
has_value(condition, syncope) / has_value(condition, syncope) 
has_value(condition, myocardial_infarction) / has_value(condition, myocardial_infarction) 
has_value(condition, cardiac_arrest) / has_value(condition, cardiac_arrest) 
has_value(pulse, normal) / has_value(pulse, normal) 
has_value(pulse, low) / has_value(pulse, low) 
has_value(pulse, very_low) / has_value(pulse, very_low) 
has_value(pulse, irregular) / has_value(pulse, irregular) 
has_value(pulse, none) / has_value(pulse, none) 
has_value(blood_pressure, normal) / has_value(blood_pressure, normal) 
has_value(blood_pressure, low) / has_value(blood_pressure, low) 
has_value(blood_pressure, very_low) / has_value(blood_pressure, very_low) 
has_value(temperature, normal) / has_value(temperature, normal) 
has_value(temperature, low) / has_value(temperature, low) 

Besides these default rules, similar defaults for the negations of these atoms are included. 
Using a system called Smodels [14], the extensions for the default theory specified can be 
calculated. Using the theory above, 30 extensions result. Hereby, in 19 out of 30 cases 
neither of the 5 conditions holds (i.e. awake, asleep, syncope, myocardial infarction and 
cardiac arrest). However, by adding strict rules which express that at least one of the 
conditions holds, only 11 extensions are found. The extensions that follow after adding 
these strict rules are shown in Table 1. 

Table 1. All extensions of the default theory 

# Condition Values # Condition Values 
1 healthy_awake has_value(pulse, normal) 

has_value(blood_pressure, normal) 
has_value(temperature, normal) 

7 myocardial_ 
infarction 

has_value(pulse, irregular) 
has_value(blood_pressure, normal) 
has_value(temperature, low) 

2 healthy_asleep has_value(pulse, low) 
has_value(blood_pressure, low) 
has_value(temperature, low) 

8 myocardial_ 
infarction 

has_value(pulse, irregular) 
has_value(blood_pressure, low) 
has_value(temperature, low) 

3 syncope has_value(pulse, very_low) 
has_value(blood_pressure, very_low) 
has_value(temperature, low) 

9 myocardial_ 
infarction 

has_value(pulse, irregular) 
has_value(blood_pressure, very_low) 
has_value(temperature, low) 

4 myocardial_ 
infarction 

has_value(pulse, irregular) 
has_value(blood_pressure, normal) 
has_value(temperature, normal) 

10 cardiac_arrest has_value(pulse, none) 
has_value(blood_pressure, very_low) 
has_value(temperature, normal) 

5 myocardial_ 
infarction 

has_value(pulse, irregular) 
has_value(blood_pressure, low) 
has_value(temperature, normal) 

11 cardiac_arrest has_value(pulse, none) 
has_value(blood_pressure, very_low) 
has_value(temperature, low) 

6 myocardial_ 
infarction 

has_value(pulse, irregular) 
has_value(blood_pressure, very_low) 
has_value(temperature, normal) 

   

 
Partial information X may be given that includes the information that the person has a 
normal temperature. Such a set X can be added to the background theory W. Table 2 shows 
the extensions resulting when the following facts are added to W: 

X = { has_value(temperature, normal),  has_value(pulse, irregular) } 
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Table 2. All extensions given the changed background theory 

# Condition Values 
1 myocardial_infarction has_value(pulse, irregular) 

has_value(blood_pressure, normal) 
has_value(temperature, normal) 

2 myocardial_infarction has_value(pulse, irregular) 
has_value(blood_pressure, low) 
has_value(temperature, normal) 

3 myocardial_infarction has_value(pulse, irregular) 
has_value(blood_pressure, very_low) 
has_value(temperature, normal) 

 

Finally, Table 3 shows the extensions when the following set X is added to W: 
  X = { has_value(temperature, normal) , has_value(pulse, normal) , has_value(blood_pressure, normal) } 

Table 3. All extensions of the default theory 

# Condition Values 
1 healthy_awake has_value(pulse, normal) 

has_value(blood_pressure, normal) 
has_value(temperature, normal) 

4.3 Crime Case Default Theory 

Similar to the Elderly Wristband, the default theory ∆CT for the crime case has been 
generated from the causal model: 

has_value(situation, conflict) / has_value(situation, conflict) 
has_value(situation, drinks_alcohol) / has_value(situation, drinks_alcohol) 
has_value(testosterone, high) / has_value(testosterone, high) 
has_value(sounds, aggressive) / has_value(sounds, aggressive) 
has_value(ankle_ethanol_level, high) / has_value(ankle_ethanol_level, high) 
has_value(aggressiveness, high) / has_value(aggressiveness, high) 
has_value(alcohol_level, high) / has_value(alcohol_level, high) 
not(has_value(situation, conflict) / not(has_value(situation, conflict)) 
not(has_value(situation, drinks_alcohol) / not(has_value(situation, drinks_alcohol)) 
not(has_value(testosterone, high) / not(has_value(testosterone, high)) 
not(has_value(sounds, aggressive) / not(has_value(sounds, aggressive)) 
not(has_value(ankle_ethanol_level, high) / not(has_value(ankle_ethanol_level, high)) 
not(has_value(aggressiveness, high) / not(has_value(aggressiveness, high)) 
not(has_value(alcohol_level, high) / not(has_value(alcohol_level, high)) 

Furthermore, aggressive sound has been observed, therefore the following fact is added to 
W: 

X = {has_value(sound, aggressive)} 

The resulting number of extensions is 18. Hereby however, the reasoning has not been 
performed using a closed world assumption, whereby values can only occur in case they 
result from a known causal relation or in case they are input variables (i.e. the situation). In 
order to perform reasoning with such a closed world assumption, the following rules have 
been added. First, a rule expressing that in case there is only one source from which a value 
can be derived, then this source should have the appropriate value (in this case, this holds 
for all variables except for aggressiveness). 

has_value(X1, Y1) ∧ leads_to(has_value(X2, Y2), has_value(X1, Y1)) ∧ X1 ≠ aggressiveness →   
has_value(X2, Y2) 

For the aggressiveness a different set of rules is used, since only one out of three conditions 
needs to hold. An example of one instance of such a rule is the following: 
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has_value(aggressivness, high) ∧ not(has_value(testosterone, high) ∧ not(has_value(situation, conflict) →  
has_value(alcohol_level, high) 

Given that these rules are added, 7 extensions result using Smodels as shown in Table 4. 
Note that the sound is not shown since that is fixed in advance already. The last column 
shows to which suspect this extension is applicable. Hereby the suspect with high 
testosterone is marked with 1, the oversensitive alcohol suspect with 2, and the IED suspect 
with 3. 

Table 4. Extensions given that aggressive sound has been observed 

# Situation Testosterone Aggressiveness Alcohol 
level 

Ankle 
Ethanol level 

Suspect 

1 ¬conflict; ¬drinks_alcohol high high ¬high ¬high 1 
2 conflict; ¬drinks_alcohol high high ¬high ¬high 1 
3 conflict; ¬drinks_alcohol ¬high high ¬high ¬high 3 
4 conflict; drinks_alcohol high high high high 1 
5 conflict; drinks_alcohol ¬high high high high 2, 3 
6 ¬conflict; drinks_alcohol ¬high high high high 2 
7 ¬conflict; drinks_alcohol high high high high 1 

5  Discussion 

This paper shows how a number of known techniques and tools developed within the area 
of nonmonotonic reasoning and AI can be applied to analyse model-based interpretation. 
The formal techniques exploited in the approach, are causal graphs and causal reasoning in 
conjunction with techniques from the nonmonotonic reasoning area such as: multi-
interpretation operators as an abstract formalisation multiple interpretation and a default 
theory to represent this multi-interpretation operator. Model-based default refinement can 
be useful to obtain (on top of sensor information) a high level of context awareness; see 
also [17, 18, 19]. The properties and default rules presented in this paper have all been 
specified in a generic fashion, such that they can easily be reused for studying other cases. 

More formalisms for handling causal or temporal reasoning within ambient intelligence 
have been proposed, see e.g. [11]. The application of nonmonotonic logic as put forward in 
this paper adds the possibility to specify human like reasoning in a natural way, possibly 
even resulting in multiple stable sets that can be the outcome of such a reasoning process. 

Currently, the approach put forward is a theoretical framework, whereby case studies 
have been conducted on paper. Future work is to see how well such a theoretical framework 
can be applied in a practical setting, for example for elderly care or crime analysis. Issues 
such as how to extract the appropriate information needed within the system from domain 
experts, how useful the system can be in supporting human decision makers, and how 
accessible the method can be made for people not familiar with formal methods will need to 
be addressed. 
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Abstract: In this paper we describe a network for distributing personalised informa-
tion with the usage of artificial intelligence methods. Reception of this information
should be possible with everyday mobile equipment. Intelligent filtering and spam
protection aim at integrating this technology into our environment. Information on the
system architecture and usage of the installation are also presented.

1 Introduction

At the start of each semester much information is presented to the freshmen students.
Ranging from basic questions like the location of the registrar’s office up to course-specific
data, each morsel of information must be looked up in a different part of the campus.
Senior students look for office opening hours, announcements for specific courses or ex-
tracurricular events. Our concept of developing a campus information system seeks to
answer these questions in a personalised way, at any time, at any location. The idea is to
enable the user to find and access all information that is of relevance to her. All she needs
is a Bluetooth enabled mobile device, like a PDA or mobile phone. All used techniques
are in themselves not new or unique, but the combination of instant messaging, Bluetooth-
centric transport and profile based information narrowcast is novel. Likewise the involved
AI methods are well-known but combine to a complete and complex result. On top of that,
the system based on a platform made purely for research is in the stage of evolving into a
product and is even now being utilised as a public service on-campus.

This information network is only one piece of the puzzle of our view of a ambient in-
telligence information network. Previous steps done on the Koblenz campus: in a series
of projects funded by the EU (Trial Solution) and BMBF (In2Math, [BGOM04]) we de-
veloped ”Living Books” [BFGHS03], personalized, intelligent teaching material, which
is also available for PDAs and smart mobile phones. There is also an approach to use
mobile devices for interaction during classroom teaching1. Altogether we find a situation
on Campus, where students use their mobile device for learning and interacting and for
location-based, personalized information.

1www.mobilearn.org
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Research done in the area of mobile information systems include the projects SmartWEB
[Wah07] and SmartKOM [Wah06], which allow queries from anywhere, at any time, uti-
lizing natural language and speech recognition. These technologies require state-of-the-art
hardware and broadband mobile network connections. Other groups researching applica-
tions on mobile personal computers for ambient intelligence have come to the same con-
clusion as we have, that the main attention with pervasive applications has shifted from a
”use anytime, anywhere” perspective to a location-based, personalized view [RMM05].
A lot of work is happening in this area at the moment. Using a Bluetooth mesh for po-
sitioning to send data over non-local wireless links like GSM or GPRS is one avenue to
take [AGKO04]. In our approach we opted for positioning and transmission over the same
channel. The local wireless link can also be skipped completely, which leads to different
usage models [FV02]. A bit closer to our usage scenario of a intelligent university envi-
ronment than these mentioned projects is the project ”mobile cafeteria menu”2, although
there are neither location-based nor personalized aspects involved. Our approach is in a
certain sense a reduction of all mentioned projects as we do not install software on the
phone, which is a fragile process, nor do users incur additional costs.

2 Campus News – Concept

The Campus News System is based on results of the research project IASON3, funded by
the ”Stiftung Rheinland-Pfalz für Innovation”. Motivated by the development of powerful
mobile devices and the semantic web, we defined a Semantic Mobile Environment. In such
an environment, so-called service nodes are installed at chosen points of interest. These
service nodes broadcast messages to nearby mobile users using Bluetooth wireless tech-
nology. For example a bookshop could send its latest offers, or the University restaurant
could present its menu or a faculty presents the schedule of events to the students. Each
message is annotated with a profile, so that end users will only receive messages that are
of interest to them.

This semantic annotation is a logical concept in Description Logic (DL) [BCM+03,
BHS03]. We also gave the users the opportunity to build their individual interest pro-
file. The first usable prototype of the project (see [Mar05]) was implemented in J2ME,
such that the user profile and the inference engine for the personalization was stored in the
mobile device.

During several tests in the University and in the City of Koblenz within the framework of
the EU project Spatial Metro4 it turned out that most mobile phones did not yet fulfill our
system requirements. They could not access the Bluetooth wireless functions from Java.
Apart from that we learned that the barrier to install software on mobile phones or PDAs
is higher than with computers. As of today, users aren’t used to application installation on

2http://www.studentenwerk-dresden.de/mensen/handy.html
3www.uni-koblenz.de/˜iason
4www.spatialmetro.org
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these devices and as such distrust the idea. To overcome both the technical shortcomings
of mobile devices and the need for application installation, we chose to move the decision
process (the ”reasoning engine”) from the mobile phone onto a server, thus eleminating
the application. The profile of the user now needs to be entered centrally on a web page.
The following describes this solution, which we call ”Campus News Information System”.

2.1 System architecture

The architecture of the Campus News Information System consists of three components
(as shown in figure 1): a web application as the user frontend (blue), a server application
(red) in the middle and a freely scalable number of service nodes (green) for delivering
the information to the mobile devices. We implemented two different kinds of frontends,
one for each group of users. We need an administration interface for the users that want to
offer information to the public. We call this frontend the Management Console. We also
need a user interface for the recipients of the information, in our case the students. This is
called the Userweb; it is depicted in figure 2.

Both Management Console and Userweb access the

Figure 1: System architecture

backend, consisting of a relational database and a server
application. The database acts as a central storage
for message data, profile data and service node in-
formation. Both web frontends store any user-made
changes here. The server application also accesses the
database, but uses this data to drive the service nodes.
As soon as mobile devices are recognized by one of
the service nodes, the server looks up the profiles of
the corresponding users. This lookup uses a combi-
nation of several aspects of the mobile phone includ-
ing its Bluetooth address to ensure that this matching
between mobile phone and user is correct. Using a
subsumption check on the annotation of the messages
and the users’ profile, the server decides on which information conforms to the users’ in-
terests. In the next step a history query is made to ensure that no mobile device receives
the same information twice. All relevant messages are then transferred to the service node
by either wireless or wire-bound networking.

The service nodes scan for mobile devices with activated Bluetooth visibility. After hand-
ing this information to the server and receiving the messages, they attempt to transfer this
data. After two successive rejections by the mobile device no further attempts will be
made for a certain duration, to adapt to students that are not interested in the service.

47



Figure 2: Campus News Management Console (left) and Campus News Userweb (right)

2.2 Content entry

Up to now, the system allowed for content to be entered centrally by trusted administrators
as described, creating a one-way flow of information. Content will only be received at
the end of the flow, i.e. the mobile device, if it fits into the users’ need according to a
concept filter as outlined above and explained in more detail in 3.1. This has been realized
for the Campus News system and is in daily use. Our requirements for an intelligent
communication utility required also peer-to-peer or community-centric communication
models. This necessitated a bi-directional and decentralized flow of information, which is
now being implemented.

The first step is to enable the service nodes to receive messages in a fixed form that is
understood by most mobile devices. Using known aspects of the mobile phone and the
Bluetooth hardware, the sender can be identified within the network. There are two ways
to route the message. It could be a broadcast message in the style of an announcement,
which would then be injected into the central database. Example broadcast messages could
be ”The car with license plate X is parked with lights on” or ”The course Y at 1 AM was
cancelled”. Apart from transfer via Bluetooth, this information could then be displayed
on public TV screens as a news ticker or on web pages. One problem area here is to filter
out unappropriate or hurtful contents, which will be discussed in 3.2.

The other possibility would be to route this message only to a certain set of recipients,
thereby enabling personal messaging systems. This platform could then be used for a
whole range of applications in the area of ambient intelligence, utilizing the mobile device
as a messaging center that is highly portable and ubiquitous. In the context of the intel-
ligent university environment, personal messages with grades, examination appointments
and schedule changes could be sent to individuals. In this scenario, as with most peer-to-
peer communcation, information would not necessarily have to be scanned for malicious
content.
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3 AI methods

In this section we describe the methods of artifical intelligence which are used within
the Campus News environment. As mentioned before we are developing an information
system which allows bi-directional flow of information. Each direction requires its own
methods of filtering and selection to make sure that only wanted messages pass the system
and reach the user.

3.1 Concept filtering

As already mentioned we give the users the possibility to choose the topics they want to be
informed about. To achieve this goal we developed a mechanism which is called concept
filtering, based on DL profiles and ontologies. A similar server-side reasoning process
was already used in the Living Book which is a tool for the management of personalized
teaching material. For this the KRHyper [BFGH+03], a full first order theorem prover
based on the hyper tableau calculus was used. Inspired by the Pocket KRHyper, small
version for mobile devices, of the theorem prover, we developed the algorithm for filtering
the huge amount of messages which comes within the system.

The reasoning process itself consists of these steps: before transmitting a message to the
user, the server has to decide whether the information fits to the users interest or not. This
deduction process called matchmaking [KS05] is done by first order reasoning. The user’s
interests are called a profile. Each message is annotated by its author with a concept. Both
consist of Description Logic concepts and are based upon the same terminology. We also
built a small ontology for our semantic environment. The decision whether a message
matches a user’s profile is based on concept satisfiability and subsumption of the DL in
use. The task is done by only two queries.

profile u annotation 6≡ ⊥ (1)
annotation v profile (2)

If the annotation satisfies test (1) the annotation is compatible with the profile. Because
an unsatisfiable annotation will be subsumed by every profile, the first test prevents any
unsatisfiable annotation to be considered as a match. This test avoids spam. Test (2) will
give a better match degree for those annotations that are subsumed by at least one of the
positive terms. We call these annotations a match. This second test is only performed
after successfully testing satisfiability (1).

Example

The example shall illustrate the match decisions with respect to a user that is interested
in lectures about philosophy and information about the vegetarian menu, but hates sports.
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The profile contains the interests ∃offer .(lectures u ∀hasTopic.philosophy)t
∃offer .(menu u ∀hasDiet .vegetarian) and the disinterest ∃offer .sports .
(Note: a user who is requesting something is interested in offering the same thing.)

On her walk through the campus, the mobile user passes different service nodes and re-
ceives the messages listed in Table 3.1.

Message Text
Annotation

The menseria offers the delicious menu Lasagne Bolognese
∃offers.(meal u noon)

and for the vegatarians a salad
∃offers.(meal u noon u ∀hasDiet .vegetarian)

An extra curricula lecture about Descartes is offered
∃offers.(lectures u ∀hasTopic.philosophy)

Table 1: Example messages

With this profile the messages of the lecture and the vegetarian menu are matched, but the
message related to the famous menu Lasagne Bolognese is rejected.

3.2 Message filtering

Broadcast messages are displayed on public TV screens or transmitted to all interested mo-
bile users. They are entered by the admins into aforementioned ”Management Console”.
The next step is to enable the users to enter their own messages. Appropriate channels
would be either the Campus News web interface or sending messages directly from the
mobile device via Bluetooth.

The content entered by the admins is trusted content, since it is a closed and well-known
user group. But messages that originated in the user base have to be filtered to ensure that
hurtful or malicious content is not displayed, since the admins do not control this content.
This problem is exacerbated by the fact that users feel anonymous, although the operator
can track identity by means of Bluetooth metadata. These messages therefore cannot be
inherently trusted. Admins need tools to classify messages as ”spam” or ”ham”. The
system should preferably be able to automatically classify messages after setting a few
basic settings and manually classifying a few messages.

Many proven approaches exist for classifying email into the two categories ”spam” and
”ham”. Some of them filter messages according to a list of keywords [Heb01]. If one
these keywords appear in the message, it is classified as spam, otherwise as ham. Other
methods are based on a statistical approach. A well known method is to use Bayesian
filters [Sch04]. Another popular approach is to use decision trees [Bla02]. Instance-based
approaches are also in use [Bla02]. When used to filter emails, the layout and email
headers can also be analysed. Examples for the use of this metadata would be to categorize
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emails based on attached figure files or to look into the route the email took according to
information in the header.

Format and mode of display for broadcast messages differ significantly from emails. Com-
pared to the well-known form of email spam, our messages are much shorter. Our tests
showed that messages should not be longer than 200 characters, otherwise they will not
be readable or intelligible, spread out over many screen widths. Our message format does
not include headers or layout instructions, so we cannot use this metadata to aid classifi-
cation. We have a format that makes classification more difficult, but on the other hand
there are less possibilities to trick the filter mechanism. All techniques that rely on header
information (as with email) are not an option.

Only a few of these methods are of relevance to our project, like the search for keywords,
or rather more ”key phrases”. The admin can edit this list of keywords. For categorization
Bayesian filtering, decision trees and instance-based methods are interesting too. All these
approaches have to be tested with respect to our specialized situation.

When users or certain mobile devices abuse the system, the admins can blacklist [Heb01]
these entities. There is also a whitelist [Heb01], to specify senders that never need to be
filtered.

4 Results and outlook

Now, ten weeks after introducing the Campus News System at the University of Koblenz,
we are pleased to say that the usage and acceptance by the students is very high for this
short time frame. It will be interesting to see if acceptance will climb even higher in the
future. The ratio of found devices to devices that received information was at 12.8% in
April 2007. This ratio climbed to 47.1% in June. We consider this to be the number
of Bluetooth capable devices owned by users willing to activate Bluetooth functionality,
divided by the number of Campus News adopters. We detected over 2200 different mobile
devices with Bluetooth activated and served 675 of them. These 675 are comprised of
464 unregistered users that received the cafeteria menu and urgent public announcements,
and 211 registered users that got news according to the profile they set. All in all we
transmitted over 4078 different messages in this short time frame (see table 2). To put
the numbers into perspective, the campus Koblenz has around 5000 students. Taking into
account occasional visitors, more than one third of all people on-campus have actived
Bluetooth and more than ten percent have received Campus News information.

We also did a questionnaire on user wishes and opinion regarding Campus News. We sent
out a code and asked the students to enter that code on the answer sheet. On top of that we
asked about mobile phone brand and model, opinion of the system in general and wishes
or suggestions for future work. Of the 97 students that replied, 12 could not receive the
code. Using the stated information about the mobile phone brand we got insight into the
workings of Samsung and Motorola brand phones and could increase the compatibility
in this area. The opinions varied from general vague acceptance of the concept up to
enthusiasm. The most wanted feature was a higher density of service nodes and up-to-date
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April May June since Roll-out
(16/04)

found devices 1079 785 1103 2286
served devices 139 163 520 675
transmitted data 828 903 2347 4078

Table 2: Usage of the Campus News System

information in the system for course schedule changes.

The next step is building a pervasive community by extending the system for reception of
messages. Combined with the concept of intelligent categorization and thus personaliza-
tion, this community enables ubiquitous mobile devices to became intelligent information
centers.
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Abstract. Anticipation is a key property of human-human communi-
cation, and it is highly desirable for ambient environments to have the
means of anticipating events to create a feeling of responsiveness and in-
telligence in the user. In a home or work environment, a great number of
low-cost sensors can be deployed to detect simple events: the passing of a
person, the usage of an object, the opening of a door. The methods that
try to discover re-usable and interpretable patterns in temporal event
data have several shortcomings. Using a testbed that we have developed
for this purpose, we first contrast current approaches to the problem.
We then extend the best of these approaches, the T-Pattern algorithm,
with Gaussian Mixture Models, to obtain a fast and robust algorithm to
find patterns in temporal data. Our algorithm can be used to anticipate
future events, as well as to detect unexpected events as they occur.

1 Introduction

The success of Ambient Intelligence (AmI) depends on observing the activities of
humans and responding to their behaviour patterns intelligently. In ubiquitous
environments, where a wealth of sensory data is produced, mining the data for
temporal patterns serves this need by discovering associations and structure,
either in an offline manner to pave the way for new designs and applications, or
in an online manner to ensure adaptation to the user of the AmI environment.

Two things make this task especially challenging. First of all, in a real envi-
ronment, action patterns that are composed of separate events are interleaved,
either by the presence of multiple users, or simply by our habit of doing multiple
actions at the same time. Thus, taking an event window to predict the next event
in the system will simply not work. Secondly, these patterns exist in different
time scales, and the time difference between related events of a single action can
have a large variation. Consequently, detecting associations with these patterns
becomes a very challenging task, and many traditional pattern analysis methods
are not directly applicable as we show in the next section.

In Section 2, a brief survey of the relevant literature is presented, with an
emphasis on the more prominent compression-based approaches. The T-pattern
method and our proposed modifications to it are presented in Section 3 and
Section 4, respectively, followed by our experimental results.
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2 Description of the Problem and Related Work

The temporal data we would like to analyze is in form of a sequence of point
events, derived from a dense network of non-intrusive and low-resolution sensors.
The patterns that we hope to detect are in the form of short event sequences,
with additional information about the expected time of each event in the se-
quence, relative to the previous event. These patterns can then serve for seman-
tic analysis or prediction of events for responsive environments, for instance in
scheduling of maintenance jobs or in arming home security systems. The chal-
lenge of the problem is the existence of multiple causes (e.g. multiple users of
the environment), triggering unrelated events one after the other.

The most straightforward way to detect temporal events is by representing
them spatially, where portions of the input feature are associated with increasing
time indices. This approach does not work except for the simplest cases, as the
absolute positions in a feature vector are not relevant at all.

A more appropriate way of representing time is to make it a part of the
model. For instance in recurrent neural networks, the temporal dimension is
taken into account with the help of context units [3]. However, recurrent neural
networks and related approaches cannot deal with overlapping patterns, they
quickly become cumbersome for larger input intervals, and they require lots of
training samples.

Markov models have been recently employed to tackle simplified versions of
this problem, where there are no action overlaps, and events are generated as one
long sequence [6]. These models have three main disadvantages for the problem
at hand. First and foremost, the first order Markovian assumption does not
hold, as action patterns are construed as sequences of events, and the complete
sequence is relevant for the prediction of the next event. Secondly, the estimation
algorithms assume that the topology of the HMM-structure is known, which is
not the case. Finally, they cannot predict patterns that have long event intervals.

A recent approach involves PCA-based methods to uncover daily human
behaviour routines [2]. The data for each subject are stored in an activity ma-
trix, whose most prominent eigenvectors (dubbed eigenbehaviors) are then inter-
preted. One obvious drawback with this method is that it requires a fixed sized
activity vector. Additionally, there is no hierarchical decomposition of activities.

Finding a dictionary of patterns is possible with compression-based al-
gorithms that treat events as “words” in a stream, and seek the patterns that
lead to the best compression of the stream. These methods use the Lempel-Ziv
compression algorithm, which is known to achieve Markov entropic compression,
or a variant of it (e.g. Lempel-Ziv-Welch and Active Lempel-Ziv algorithms) [1].

The basic Lempel-Ziv algorithm (LZ78) uses an automatically updated dic-
tionary to extract recurring “words” (patterns) in a string. The Lempel-Ziv-
Welch (LZW) variant starts off with a pre-defined basic dictionary (in the case
of sensor networks these are single sensor events) to avoid ill-detected patterns
at the beginning of the stream and to introduce some continuity. The Active
LeZi uses a sliding window of length l (length of the longest phrase in LZ table)
on the stream to extract all possible sequences of size l.
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LZW and Active LeZi both aim at adding continuity to LZ pattern extrac-
tion, yet they still have linear complexity, which is a beneficial feature for a
real-time event detection system. On the other hand, none of the compression
based methods take into account the temporal structure of the patterns, as the
time delays are not modeled, and subsequently overlapping events may escape
detection. For a dense, low-cost sensor network without the identification of
event source, this is a major drawback as is clearly borne out by the experimen-
tal results reported below. This is the main reason why we turn our attention
to T-patterns as discussed in the next section.

3 T-patterns

The temporal pattern detection methods mentioned in the related work section
ignore the time information, and cast the problem into a simpler representation
by retaining only the order of events. In neural network, HMM, and compres-
sion based approaches, the emphasis is on predicting the next event, which is
not a suitable perspective for an environment with multiple overlapping event
sequences.

In the T-pattern approach, as introduced and explored by Magnusson, sym-
bolic time series are investigated, where each symbol represents the onset of
a particular event or activity, with the principal goal of elucidating possible
relationships between pairs of symbols and then building trees of temporal de-
pendencies in a hierarchical fashion [5]. A thorough search is conducted on the
training sequence for symbols of an ever-growing dictionary. As the algorithm
proceeds, pairs of strongly correlated events joined into new events, and the
search is resumed with the expanded dictionary.

Magnusson introduced the notion of a critical interval (CI): [d1, d2] is consid-
ered to be a CI for the pair of symbols (events) (A,B) if the occurrence of A at
time t entails that B is more likely to occur in the time interval [t+d1, t+d2] than
in a random interval of the same size. He then suggested to use the standard p-
value to gauge how exceptional the observed frequency of the combination under
scrutiny is.

More precisely, suppose the total data stream has length T with NA and NB
occurrences of A and B, respectively. If we assume (following Magnusson [5]) as
null-hypothesis that A and B are independent Poisson processes with intensity
(i.e. the average number of events per unit time interval) λA = NA/T , and λB =
NB/T , respectively. Now, assume in addition that there are NAB occurrences of
B in a predefined CI (of length d) trailing each A-event. Notice that under the
null-hypothesis the expected number of B-events in a time interval of length d
equals µB = λBd. In particular, the probability of not observing a B-event in
this CI is therefore equal to π0 = e−µB = e−λBd. The above-mentioned p-value
is then computed as the probability of observing at least NAB B-events in the
CI, if we assume that A and B are independent. Hence,

p = P (NAB B-events or more | A, B indep.)
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= 1−
NAB−1∑
k=0

(
NA
k

)
(1− π0)kπ(NA−k)

0 .

Magnusson suggests as a T-pattern detection scheme to test for every possible
pair of symbols of the form (A,B), every possible CI, from the largest to the
smallest one, until the p-value is sufficiently small, indicating significance (.05
is a typical upper bound). Note that p will be high for high values of d, which
means that short intervals will be favored.

4 The Modified T-Pattern Algorithm

We propose two modifications to the T-pattern algorithm to make it more re-
silient to spurious patterns, and to make the search for patterns more robust.

4.1 Testing independence between two temporal point processes

The repeated significance testing of the basic T-pattern approach substantially
increases the risk of false positives (suggesting spurious dependencies). Applying
a Bonferroni correction would be one way to mitigate this adverse effect. In this
paper, however, we put forward a more efficient way of testing this independence
between A and B which is based on the following proposition.

Proposition 1 If A and B are independent temporal point process, then

TAB ∼ U(0, T̃B).

In plain language this proposition asserts that if the A and B processes are
independent, then whenever an A-event occurs between two successive B-events,
it will be uniformly distributed in that interval. Due to lack of space we will not
attempt to give a rigorous proof, but it is intuitively clear that non-uniformity
of A within the B-interval, would allow a keen observer to improve his or her
prediction of the next B-event, thus contradicting independence (for a graphical
illustration of this proposition we refer to Fig.2. This therefore allows us to
formulate a statistical procedure to test whether A and B are dependent: using
the notation established above we compare for each event Ak the time till the
next B-event to the current B-interval length:

U(k) =
TAB(k)
T̃B(k)

=
Bk∗ −Ak

Bk∗ −Bk∗−1

which, under the assumption of independence, should be uniformly distributed
between 0 and 1: U ∼ U(0, 1). This can be easily checked by any number of
standard statistical test (e.g. Kolmogorov-Smirnov). If the null hypothesis (in-
dependence) is rejected then it makes sense to start looking for inter-event time
intervals (i.e. CI’s). This is taken up in the next section.
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4.2 Modelling TAB times

The CI detection scheme as proposed in [5] has the drawback that only the first
occurrence of B following A is considered. However, if the average occurrence
rate of A is relatively high, or if the inter-event time for B is long, this could
lead to fallacious associations.

For this reason, we propose to proceed differently. If the above-discussed
uniformity test has rejected independence, then we look for the characteristic
period by modelling the conditional probability P (B at t + ∆t |A at t) using
Gaussian Mixture Models (GMM). More precisely, all the A-events are aligned
at time zero, whereupon all subsequent B-events are plotted. If an A-event tends
to induce a B-event after a delay of t time-units, this will show up in this plot as
a significant peak. All the non-related B-events will contribute to a very diffuse
background. For that reason, we model the B-events as a 2-component GMM.
One sharp and localized peak sits on top of the critical interval, while all the
other B-events give rise to a flat and broad second component. The standard
variation of the sharp peak immediately suggest a value for the width of the CI.

5 Experimental Results

In order to have a simple and realistic experimental setup, we simulate simple
interruption sensors in a home or office environment (See Fig.1). We have one or
two users of the system generating simultaneous interruption events from a pre-
defined event dictionary, which serves as a catalogue of prominent behaviours.

Fig. 1. Ground plan for two corridor layouts used in experiments. Left: Layout 1 shows
4 doors and 6 interruption sensors. Right: Layout 2 shows an entrance door and 3 exit
doors, as well as an RFID reader and 6 binary interruption sensors.

For each configuration, we generated training and test sequences of 1, 000
symbols by simulating one or two persons walking in the corridors. We have
investigated to what degree we could use the patterns discovered in the training
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phase as predictors for events in the second stream. The prediction is made for
each discrete time slot, which is more granular than predicting the next event. We
have contrasted the compression based methods, T-patterns, and our modified
T-pattern approach. As the first symbol emitted by each new pattern is random
and therefore completely unpredictable, and as individual patterns are short,
the prediction rate will have an inherent upperbound.

Fig.3 summarizes the experimental results for the different compression algo-
rithms. In each case the x-axis represents the minimal confidence in the predic-
tion. Confidence is high (in fact 100%) whenever the current pattern unambigu-
ously predicts a unique symbol. If there more potential outcomes, confidence
drops accordingly. The dotted line indicates the percentage of cases for which
prediction is possible with the confidence specified on the x-axis. The left column
show results for scenarios in which only one person is present, the right column
shows results for the case when two person intermingle. The two horizontal lines
indicate the upper bound for the achievable accuracy (recall that the first symbol
in each pattern is unpredictable) and the accuracy of a random prediction.

The results displayed in Fig.4 show contrasts the original CI-extraction (as
detailed in [5]) with T-Patterns that use the GMM modelling expounded above.
It transpires that Magnusson’s original scheme produces too many (spurious) T-
patterns making high-confidence prediction impossible as is clear from the way
the curves quickly drop to zero. This is most apparent in the 2-person scenario
where the intermingling of 1-person patterns generates a large number of new
combinations, a fair bit of which are erroneously identified as T-patterns. The
GMM approach fares much better, even in the more difficult 2-person scenario.

6 Conclusion

Detecting temporal patterns in sensor data is useful for semantic analysis and
event prediction in AmI environments. In this paper we have reviewed two
methodologies for the discovery of temporal patterns. The first one collapses
the sequence into a string and then uses compression-based techniques to ex-
tract repetitive “words”. The second one (so-called T-patterns) takes advantage
of the time dimension to find the typical delay between related events. We have
proposed some improvements to the basic T-pattern methodology (referred to in
this text as GMM T-patterns) that significantly improve the performance. Ex-
periments show that T-patterns outperform the compression-based techniques,
which is not really surprising as the compression discards most of the temporal
information. The experiments also show that the proposed T-pattern improve-
ments (independence testing and GMM-modelling of correlation times) yield
more reliable results.

To conclude we summarize the experimental results in Table 1. It was ob-
tained by computing for each experiment the correct prediction rate for a con-
fidence level of 20% (this amounts to constructing a vertical line at the x-value
0.20 in each of the figures and reading of the intersection with the solid curve).
The significance of the proposed improvements is obvious.
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Layout 1 Layout 2
1 person 2 persons 1 person 2 persons

LZ 29.8 17.7 56.5 13.2
ALZ 21.1 18.8 66.4 19.6
LZW 28.9 22.0 60.5 15.1

T-patterns 28.8 17.1 61.5 24.2
GMM T-patterns 34.8 29.3 61.9 48.3

Table 1. Percentage correct predictions at the 20% confidence level.

While we focus on detecting behaviour patterns, a complementary problem
would be to track multiple people using low-cost sensors, for which Bayesian
filtering techniques are proposed in the literature [4]. The patterns that we aim
to detect can serve the tracking problem in constructing a Voronoi graph of the
environment. This application is currently inspected by our group.
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Fig. 2. Top row: Histogram for interevent times for the A (left) and B (right) process;
Middle row: left TAB distribution: time intervals between the occurrence of A and
next B-event; right: Lengths of B-intervals in which a A-event occurred; notice the
bias towards longer intervals (compared to histogram of all B interevent times above).
Bottom row: left: Histogram of ratio TAB/T̃B , if A and B are independent, this ratio
should be uniformly distributed between 0 and 1, a fact which is even more clearly
borne out by its cumulative density function to the theoretically predicted one. (The
p-value in this case was 0.61 which means that the null-hypothesis of independence is
accepted.)
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(c) LZW - 1 Person (d) LZW - 2 Persons
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(c) ALZ - 1 Person (d) ALZ - 2 Persons

Fig. 3. Predition results for the compression based algorithms for the first layout.
Detailed results for the second layout omitted for brevity.
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(a) Layout 1 - 1 Person (b) Layout 1 - 2 Persons
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(c) Layout 2 - 1 Person (d) Layout 2 - 2 Persons
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(e) Layout 1 - 1 Person (f) Layout 1 - 2 Persons
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(g) Layout 2 - 1 Person (h) Layout 2 - 2 Persons

Fig. 4. Predition results for (a)-(d) the T-Pattern and (e)-(h) the modified algorithm
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