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Abstract

Income is an important economic indicator to measure living standards and
individual well-being. In Germany, there exist different data sources that yield
ambiguous evidence when analysing the income distribution. The Tax Statis-
tics (TS) — an income register recording the total population of more than 40
million taxpayers in Germany for the year 2014 — contains the most reliable
income information covering the full income distribution. However, it offers
only a limited range of socio-demographic variables essential for income anal-
ysis. We tackle this challenge by enriching the tax data with information on
education and working time from the Microcensus. For that purpose, we ex-
amine two types of data fusion methods that seem suited for the specific data
fusion scenario of the Tax Statistics and the Microcensus: Missing-data meth-
ods on the one hand and performant prediction models on the other hand. We
conduct a simulation study and provide an empirical application comparing
the proposed data fusion methods, and our results indicate that Multinomial
Regression and Random Forest are the most suitable methods for our data

fusion scenario.
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1 Introduction

Income is a crucial indicator to assess the individual well-being which has been modelled
extensively ever since the pioneering works of Mincer (1958). Furthermore, questions re-
lated to economic inequality (Cowell|2000), poverty risks (Ravallion and Chen|[1997) as
well as the concentration of top incomes (Atkinson| 2007} [Piketty||2015)) typically use in-
come as the principal measure of interest. Consistent, high-quality research on the above-
mentioned issues requires an integrated data base, that includes reliable information on the
full distribution of individual incomes alongside sound records of socio-demographic vari-
ables.

However, the income data situation is challenging. Different types of data sets pro-
vide pieces of the overall picture of the income distribution that need to be interpreted
with respect to the data set’s strengths and weaknesses (Deutscher Bundestag|2017). While
most official statistics and academic analyses of inequality utilise household survey sam-
ples (BMAS|[2017), certain parts of the literature and many policy evaluations rely on tax
income records (Piketty|2015). The two data sources yield inconsistent estimates of the de-
velopment of the income distribution, which causes uncertainty regarding the interpretation
of academic results as well as related policy implications.

A perfect income data base does not exist in Germany. The Tax Statistics (TS) is an
income register that covers the total population of more than 40 million taxpayers. The data
set reveals the full income distribution from the bottom to the top providing the most reliable
income information that is available in Germany. However, the administrative data lacks
important covariates regarding the social disaggregation like education, family structures,
occupation, and working hours. Due to the limited amount of explanatory variables, the
distributional strength of the TS is not exploited. Most income analyses rather use survey
data, such as the Microcensus or the SOEP. However, the income variables in survey data are
known to face several drawbacks, i.e. self-response bias, top censoring, reports of classified
or heaped data (Angel et al.|2019).

The aim of this paper is to evaluate methods that provide an integrated data base by
enriching the reliable tax income details with socio-demographic variables from survey
data. We choose to add education and working time, since it is essential to study the in-
terdependencies of income with these two variables for an improved understanding of the
distribution of incomes. The central reporting base for these two socio-demographic vari-
ables is the German Microcensus (MC), a representative 1% sample of the population. More
specifically, our aim is to enhance the Tax Statistics (recipient study) with information on
the socio-demographic variables education and working time, from the Microcensus (donor
study). This requires sophisticated and performant data fusion methods, as the observation
units of both data sets do not contain a unique identifier, which is why direct record linkage
is not possible. The objective of a data fusion, also known as statistical matching, is to

jointly analyse variables from (at least) two different data sources, where each of the data



sources originally served a different purpose (see e.g. Réssler|2002; D’ Orazio et al.|[2006a)).
Our procedure consists of two steps: First, we select different data fusion methods that
might be appropriate for the specific data fusion setting of TS and MC, and we evaluate their
performance within a simulation study. In this context, we provide a strategy to adequately
incorporate the rough income information from the Microcensus within the data fusion
process to overcome the inherent problem of the Conditional Independence Assumption
(CIA) (see|Sims|[1972) that is implicitly made in common data fusion techniques. Second,
we conduct the real empirical application of all the considered data fusion methods and
evaluate the empirical performance by comparing the regional conditional income medians
of both data sets. To build common grounds for the comparison, we reweight the income
distribution from the Microcensus data to match the frequencies observed in the tax data.
The remainder of the paper proceeds as follows: Section [2] introduces the two data
sources with their specific strengths and weaknesses and explains the strategy to reconcile
the two data sets as well as possible. While the relevant data fusion methods are presented
in Part 3] the subsequent Section ] explains the simulation design and the empirical study.

The results are summarised in Section[5] and finally, Part[6| concludes.

2 Data

2.1 The Tax Income Statistics and the Microcensus

The majority of the existing income research is based on survey data. They offer a wide
range of socio-demographic variables and provide information on the household context.
However, income from survey data faces major challenges including small sample sizes and
difficulties of measurement errors, such as under-coverage, sparseness or under-reporting
of the tails of the income distribution. These problems affect all of the existing German
household survey samples that are commonly used for income analyses, i.e. SILC, the
SOEP, the Household Budget Survey as well as the German Microcensus.

The Microcensus is the largest survey sample in Germany based on a regional sampling
design. It provides reliable information on education and working time for all respondents.
Central official reports on the population’s educational attainment are based on the Micro-
census (Statistisches Bundesamt 2020a). In addition, the labour force survey — which is
currently included in the Microcensus — builds the basis for regular official reports and
international comparisons of individual working time (Statistisches Bundesamt2020b)).

Not suffering from self-response bias or sampling errors, the administrative data of
individual tax records from the Tax Statistics provides the best available income information
of high quality. It covers the full distribution of taxpayers’ incomes and its large scale allows
for small-scale regional income analysis. We use the Tax Statistics (TS) — an income register
recording the total population of more than 40 million taxpayers in Germany — for the year

2014. Our aim is to build income models from the tax data to generate synthetic incomes



for regional analysis purposes. A severe drawback that arises during the modelling is the
lack of important socio-demographic variables.

Increasing individual educational attainment or working time are two of the most im-
portant factors to raise personal earnings. The positive effects of years of schooling on the
income distribution are evident and have extensively been studied, starting from the early
works of Mincer (1958), focusing on the returns to education. He accounts for the impor-
tance of working time by analysing hourly wages. Many recent studies examine the ways in
which working times and educational attainments affect the income distribution (Haughton
and Khandker|2009, |Atkinson and Bourguignon|2014), also on a regional level (Lee et al.
2016, |[Panori and Psycharis|[2019).

We evaluate the potentials of data fusion methods to enrich the tax data with information
on education and working time from the Microcensus. While a few studies have combined
SOEP survey data with incomes from the taxpayer panel (Bach et al.|2009 and Bartels
and Metzing|2019), no previous study has added socio-demographic variables to the full
register of tax records, to our knowledge. The advantage of enriching the tax data is that
the individual records of the tax microdata are maintained and can directly be used for
subsequent joint analysis of income and the added variables. Table|l|provides an overview
of the data sets and the variables relevant for our data fusion study. Following common
data fusion notations, we refer to the variables observed in both studies as X, while we
denote the specific income information from the recipient study (TS) as ¥ and the socio-
demographic variables from the donor study (MC), education and working time, as Z. The
education variable consists of the categories low, middle and high, as the largest parts of
income deviations can be explained by these three categories. Since we are ultimately also
interested in exploiting the regional variation in incomes from the tax data for statistical

analysis, we evaluate the data fusion success at the regional level.



Table 1: Overview of Available Data Sets and Variables

Tax Statistics (TS) Microcensus (MC)
Source tax authorities official survey
Coverage all taxpayers 1% of the population
Observed units taxunit (individual individuals in households

or married couple)

Sample size 12.9 million single tax units 155,000 single tax units
10.4 million married tax units 99,200 married tax units

Specific variables Y: detailed, high quality Z1: education (low, middle, high)
(Y and Z) income information Z»: working time (none, part-, full-time)

Common variables (X) sex (male/female - only considered for individual tax units)
age (16-65 years)
employment status (employee, civil servant, self-employed, other)
federal state (16 levels)
tax unit’s net income (continuous)
family type (married, single, single parent)
number of kids (0, 1, 2, ..., 9 or more)

2.2 Harmonising the Two Data Sources

In preparation of the data fusion of the Tax Statistics and the Microcensus, it is important
to reconcile the two data sets as well as possible. Table 2] summarises the advantages and
shortcomings of the two data sets that are used in our study. Main differences are detected
in the frames, reporting units and income concepts. The following subsection explains how
we ensure that both data sets cover the same population, income-sharing units and income

definitions.

Frame While the Microcensus provides a 1% sample of the population, the tax data
covers the full population of taxpayers. Given that the tax data only covers taxpayers, our
analysis does not provide insights for the full population in Germany, but rather for the sub-
population of taxpayers. In order to harmonise the frames of both data sources, we define
taxpayers in the Microcensus as all individuals whose main income source is reported as one
of the following: (1) income from work, (2) assets, savings, dividends, renting or leasing,
(3) pensions, (4) wage-replacement benefits.

Two main groups of people are identified as non-taxpayers, namely people with main
income sources from either income from parents, spouses or other relatives and recipients
of unemployment benefits according to Hartz I'V. For our entire analysis, we exclude non-

taxpayers from the Microcensus so that it is comparable to the tax data. Since our primary



Table 2: Advantages and Shortcomings of Both Data Sets

Data set Tax Statistics (TS) Microcensus (MC)
Frame + full register of taxpayers | — 1% sample
Observed units — tax units + individuals in households
Unobserved units — non taxpayers — non-sampling elements
Income variables — determined by tax law | + defined in survey design
+ continuous information | — classified in 24 classes
Income distribution | + tails included — shortcomings at the tails
Quality + very high quality — self-response bias
Spatial scale + fully exploitable at — limited by sample size
municipality level
Timeliness — late availability + yearly
(after 3 years)
Costs + automatic data — response burden
transmission

research interest is the comparison of different data fusion techniques, we restrict both data
sets to working age individual taxpayers aged older than 15 and younger than 66 years for

this analysis.

Reporting units Defined by the German personal income tax system, the reporting
units in the tax data are either individuals or married couples, whereas in the survey data the
different available reporting income-sharing units correspond to individuals, families and
householdd']

We construct the reporting units from the tax data in the MC based on legal status. As
household affiliations are unknown in the tax data, the opposite direction is not feasible, i.e.
it is impossible to construct MC household compositions in the TS. In the reconciled MC
data, all married couples are assumed to be one tax unit with joint taxation and all other
individuals are defined as a single tax unit. This means that a household with an unmarried
couple corresponds to two tax units. Married couples from both data sets are not considered
for this methodological study. Bartels and Metzing (2019) choose a similar strategy to
construct tax units in the SOEP.

Income Concept The income definitions differ in the survey and tax data. While
the Microcensus contains self-reports of individual and households total net income during

the last month provided in 24 disjunct income classes, the tax data captures yearly amounts

'For information on the family and household concept of the Microcensus, see e.g. [Lengerer
et al.|(2005).



of income concepts defined by the German Income Tax Act, such as total earnings or tax-
able income, inter alia. The definition of these income variables reflect the administration
of the German personal income tax system. Due to tax reliefs, allowances, and advertising
costs, none of these income concepts is directly comparable to the net income reported in
the survey data. We therefore reconstruct economic net income in the tax data based on the
recorded individual earnings as well as the total income taxes of each tax unit, following
a similar procedure as [Bach er al.| (2009). Table [Z_f] in the Appendix shows the calculation
scheme of economic net income in the tax data. The procedure first derives economic gross
income and then transforms it into net income by subtracting taxes, paid alimony, transfers
and social security contributions, where the latter are micro-simulated based on the Social
Insurance Code. To ensure comparability with the survey concept, we exclude negative and
zero incomes which are not reported in the Microcensus. We cannot calculate total earnings
in the Microcensus because the data lacks information on individual income components,

taxes and transfers.

Income interpolation In order to overcome problems of the Conditional Indepen-
dence Assumption (CIA) that is required in data fusion situations, we aim to incorporate
the income information from the Microcensus as a common variable within the data fu-
sion process. The metric variable provides information advantages by quantifying income
differences as opposed to classified income data originally included in the MC. However,
the observed income information from the Microcensus faces several drawbacks: It is self-
reported, provided in 24 disjunct income classes, and refers to the last month rather than an
annual average. The Microcensus is an intra-year survey which implies that the household
net incomes of all months of a year enter with approximately the same weight into the an-
nual results. A common criticism is that the respondents do not indicate irregular income
components and transfers very well (Hochgiirtel[2019). This may lead to under-coverage of
incomes examined hereafter in Table [3| The under-coverage is especially severe at the tails
of the distribution. For this reason, Emmenegger and Miinnich| (forthcoming) correct the
top incomes from the Microcensus based on the income distribution from the German tax
records. Due to these quality concerns, we aim at analysing the income distribution from
the tax data as the main variable of interest. The combined data allows to perform distribu-
tional analyses and to exploit the large variance of the highly reliable administrative income
data conditional on socio-demographic variables which cannot be considered from the TS
or MC alone. For instance, top incomes, tax burdens or the impact of different taxation
policies can be analysed conditional on socio-demographic indicators.

To generate a continuous income value as a common variable, we interpolate the tax
unit’s income using the Generalised Pareto interpolation method developed by [Blanchet
et al.|(2017). We estimate the Pareto parameters based on frequencies of observed incomes

from the 24 MC income classes using the R| package gpinter (Blanchet|[2018)). Compared


R
gpinter

to linear interpolation, the Generalised Pareto interpolation yields a more realistic income
distribution with a smooth, non-interrupted shape. The method provides the most appropri-
ate picture of high incomes obtainable using only MC data. Nonetheless, the interpolated
MC income data underestimates the upper tail of the income distribution compared to the
tax data.

For single taxpayers, the individual interpolated net income is equal to the tax unit’s net
income. Given that the main interest of our paper is of methodological nature, we restrict
our analysis to the subgroup of individual taxpayers. This reduces the complexity of tax

unit composition and income aggregation due to joint taxation rules in Germany.

3 Methodological Framework

In this Section, we introduce our strategy in finding appropriate data fusion methods to
match both studies, the Tax Statistics and the Microcensus. For this, we first introduce
common data fusion scenarios and then highlight the opportunities and challenges of the
specific data fusion situation of TS and MC. Subsequently, we describe the particular data

fusion methods selected in more detail.

3.1 Introduction to Data Fusion Scenarios

Generally, common data fusion scenarios are defined as a specific missing-data pattern that
occurs when we ’“stack’ two originally independent data sources A and B (see e.g. Rubin
1986} |Rissler|[2002, ch. 4; Meinfelder; 2013} [Meinfelder and Schaller| 2020). Figure |I|
displays this specific missing-by-design pattern where the blank parts are missing as the
respective variables have not been part of the original study. Therefore, as already indicated
before, we denote variables which are observed in both data files as common variables X
in the following, while we denote the specific variables relevant for the analysis which are
only observed in A (but not in B) as Y and, analogously, specific variables required for the

analysis which are only observed in B (but not in A) as Z.

X Y z

. observed

D missing

Figure 1: Common Data Fusion Scenario

A typical analysis objective is based on the specific variables Y and Z originally not
jointly observed. Therefore, we need identifying assumptions regarding the joint distribu-



tion of Y and Z. In conventional data fusion methods, an implicit Conditional Independence
Assumption (CIA) is made, which was first pointed out by in a comment on
(1972). The CIA states that any association between Y and Z is a function of X, i.e.
fY|X,Z)=f(Y|X)and f(Z|X,Y) = f(Z|X). This induces a correlation of zero between Y
and Z if conditioned on X and we therefore assume that Y and Z are independent given X.
has discussed the shortcomings of the CIA in detail within a comprehensive
simulation study. However, in recent years several publications have addressed the CIA is-

sue by proposing to introduce auxiliary information (see e.g.[Singh ez al.[1993;[Zhang|2015}

[Fosdick et al.|2016)) or, if possible, by incorporating variables that are strongly related to Y

or Z within the data fusion process (Donatiello ez al.[2016). As our aim is to incorporate the

rough income information from the Microcensus as a common matching variable through

an appropriate method, our strategy is closely related to Donatiello ez al.| (2016)).

Although the missing-data pattern displayed in Figure[I|suggests that both missing parts
could be imputed within the stacked data set, in practical applications typically only one of
both data sets is used for analysis. This study, say A in our case, is labeled as the recipient
study, while file B represents the donor study that ’donates’ its Z values to data file A (see

e.g. van der Putten et al[2002). In the following, we will introduce the specific data fusion

scenario of matching TS and MC and elaborate the differences and challenges compared to

traditional data fusion situations.

3.2 Specific Data Fusion Scenario of TS and MC

Since our objective is to enrich the TS with socio-demographic variables obtained by the
Microcensus, it is apparent that TS represents the recipient study, whereas the MC serves
as donor study. Figure [2] displays the specific data fusion scenario of TS and MC, where
data file A equals TS with the common variables X and the observed income variables Y
(without information on the socio-demographic variables), and data file B represents MC
which consists of the common variables X and the observed socio-demographic variables Z

(education and working time in our case).

X Y z

. observed

D missing

D (insufficiently) observed

Figure 2: Specific Data Fusion Scenario for TS and MC

In common data fusion scenarios, usually the larger data file serves as donor study
in order to ensure a sufficiently large donor pool that avoids donor scarcity for some cell
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combinations in X (Andridge and Little|2010). However, as the TS is a full register sample
consisting of all tax units in Germany and the MC is a 1% sample of the population, we
face a recipient-donor-ratio of Zﬁ ~ 0.01 where the recipient study is considerably larger
than the donor study. Therefore, one challenge consists of potential donor scarcity for
some, especially rare cell combinations in X. In addition, while most data fusion research
is based on matching two or more surveys (see e.g. Kamakura and Wedel |1997; |Serafino
and Tonkin|[2017)), we match a quite large survey sample (MC) to a full register sample
(TS). Accordingly, one further challenge of the specific data fusion situation of TS and
MC is that the data sets are quite large (see Tab. [I)), which limits the available data fusion
implementations due to computational restrictions.

Besides, another particularity of the data fusion scenario of TS and MC is that the
income variables Y are not only observed in the TS, but also in MC. However, as stated in
Section[2.1] their income concepts differ drastically. Yet, one potential advantage of income
being observed in both data files is that it weakens the identification problem that requires a
CIA because Y and Z are, in our case, jointly observed in both data sets, albeit with varying
quality and measurements. We harmonise the different income variables in TS and MC

according to the strategy explained in Section[2.2]

3.3 Relevant Data Fusion Algorithms

This section gives a short overview of traditional data fusion methods and illustrates poten-
tial matching techniques that are appropriate for the particular data fusion scenario of TS
and MC.

In practical applications, many data fusion implementations are based on some form of
non-parametric nearest neighbour hot deck matching, where recipient and donor records are
’matched’ according to a given distance metric with regard to their common X character-
istics, and the donor record ’donates’ its observed Z value to the assigned recipient record
(see e.g. Rodgers||1984; |[Koschnick|[1995). Besides, also fully parametric methods (see e.g.
Gilula et al.|2006) like regression based imputations, or semi-parametric approaches (see
e.g. [Little]|1988}; D’ Orazio ef al.|[2006a, ch. 2.5) have been discussed in many studies, for
example with regard to the ICW project, where Eurostat and NSIs pursue the goal to pro-
vide a joint data base consisting of *income’, ’consumption’ and *wealth’ (ICW) (Leulescu
and Agafitei/[2013]; [Webber and Tonkin|[2013}; [Serafino and Tonkin/[2017; [Meinfelder and
Schaller 2020).

However, we deal with quite large data sets as described in Section [2| This restricts
the potential and available data fusion algorithms as many implementations of data fusion
methods have been primarily programmed for survey data that would require excessive (and
absent) computing capacity as the memory size of the data sets increases. The StatMatch
package (D’Orazio|2020), for example, is a useful package to match survey data by means

of the widespread non-parametric nearest-neighbour approaches, but it generates memory-
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and computationally-intensive distance matrices that would require excessive computational
resources that are not available despite the high computational power at the Federal Statis-
tical Office of Germany.

Therefore, our strategy in finding suited data fusion algorithms with regard to the spe-
cific scenario of matching TS and MC is twofold: First, as already indicated in Section
3.1l we embed our particular data fusion scenario into a broader missing-data context, as
suggested for example by [Rubin| (1986) and Réssler| (2002). Hence, we can consider any
sophisticated missing-data technique in order to impute the missing education and working
time values in TS. Therefore, we choose two imputation models, Multinomial Logistic Re-
gression and Predictive Mean Matching (PMM). Furthermore, we consider the data fusion
situation of TS and MC as a specific aspect of supervised Statistical Learning, aiming to
impute the missing education and working time values in TS based on powerful prediction
methods. In addition to the two aforementioned approaches, we use two forms of decision
trees, Recursive Binary Partitioning and Random Forest. For data fusion scenarios, both
Statistical Learning models are trained within the donor data file and the predictions are
made on the recipient data file. Thus, the common variables X serve as predictor variables
and the specific variables Z to be matched reflect the target variables. We briefly describe

the proposed methods in the following.

* Multinomial Logistic Regression (Multinom): This approach is based on com-
puting Multinomial Regression models of Z (i.e., education and working time) on
the common variables X within the donor data file and, subsequentely, predict the
missing Z values in the recipient file. Since this method is purely model-based, it is
equivalent to a fully parametric approach.

* Predictive Mean Matching (PMM): PMM, however, is a semi-parametric approach
that was first proposed by Rubin|(1986) and Little|(1988)). The principle is to compare
the predictive mean of the missing values with the predictive mean of the observed
values and to choose the most similar unit as donor unit (non-parametric), while the
computation of the predictive means is based on a (parametric) regression model of
Z on X within the donor data file. However, PMM is actually an imputation method
for metric variables only, but as a semi-parametric approach it might benefit from the
particular advantages of non-parametric and fully parametric methods. Therefore, for
PMM, we consider education and working time as a metric variable, which provides
additional methodological insights on how PMM performs with regard to originally
categorical Z variables. We conduct both the Multinomial Regression approach and
PMM using the mice package (van Buuren|2020) in R and, thus, the imputations
are based on Fully Conditional Specification (FCS) as described in [van Buuren and
Groothuis-Oudshoorn|(2011)).

* Recursive Binary Partitioning (Rpart): This approach is based on classification or

11



regression trees (see Breiman et al.|[1984)), respectively, while we apply classifica-
tion trees as we want to match categorical variables Z to the recipient data file. The
general idea of classification trees is to split the observations into most optimal sub-
groups of the predictor variables X by a minimum error classification rate, while the
predictions result from the mode of the observations within the resulted subgroups
(see e.g.|[James et al.|2013} ch. 8). To do so, we use the rpart package (Therneau
et al.|2019a)) that builds classification trees based on recursive binary partitioning,
where the predictor space X is split into most optimal binary subgroups (see Th-
erneau et al.|2019b). Then, the binary partitioning is selectively continued within
the resulting subgroups. Finally, the tree gets pruned by cost complexity pruning in

order to avoid overfitting (see e.g. James et al.|2013] ch. 8.1).

* Random Forest (RF): Random Forest (see |Breiman/2001) computes a series of in-
dependent decision trees via bootstrapping. For each split in a tree, only a random
sample of all predictor variables X is considered. This leads to a variance reduc-
tion by decorrelating, i.e. by avoiding a too strong dominance of a highly correlated
predictor (see e.g.|[James ef al.|2013] ch. 8.2.2). For this, we use the ranger pack-
age (Wright and Ziegler||2017), which is a fast implementation of the widely-used

randomForest package (Breiman et al.[2018).

Note that it would also be possible to perform the Classification Tree and the Random
Forest within the mice () function, since both methods are implemented there. However,
due to the high-dimensional data sets of TS and MC, mice (and even parlmice() as a
parallelised version of mice ()) requires an excessive and absent computational capacity if
cart or rf is selected as imputation method. Therefore, we use rpart and ranger to ensure
a feasible data fusion implementation. In the next Section, we describe the research design

to compare and evaluate the proposed data fusion methods.

4 Research Design

Our research design for finding a suited method to match TS and MC is twofold: First,
we conduct a simulation study based on the MC where we know the true quantities of
interest, which allows us to compare the performance of the proposed data fusion methods.
According to the specific data fusion scenario of TS and MC described in Section 3.2 we
conduct two simulation studies, one where we exclude income as a matching variable and
one where income is included in the data fusion process. Second, we evaluate the results

from the simulation study on empirical data, i.e. on the matched data file of TS and MC.
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4.1 Simulation Design

Our Monte Carlo Simulation study (see [Morris et al.|2019) is based only on the Micro-
census, where all relevant variables (X,Y,Z) are observed, albeit with imprecise income
information. Therefore, the Microcensus builds our surrogate population and, thus, repre-
sents the proxy for the Tax Statistics (TS) as the recipient study. From that surrogate TS
study, we draw k = 1,000 small Microcensuses (SMC) according to the specific sampling
procedure of the German Microcensus, which equals a one-stage cluster sampling where the
clusters consist of combined information on the building sizes and regional location (Statis-
tisches Bundesamt|2015)). Within these clusters, 1% of the areas are drawn at random, and
all households of the drawn areas are selected to participate in the Microcensus. We mimic
this sampling procedure when drawing the £ = 1,000 small Microcensuses (SMC) out of
the complete Microcensus.

After the sampling step, for all k = 1,000 simulation draws, we artificially generate the
specific data fusion scenario of TS and MC. For this, in each loop we delete the observed
education and working time information within the TS substitute, i.e., the complete Micro-
census, and impute the missing values by means of the four proposed data fusion methods.
As already pointed out, we conduct two simulation studies. One where we exclude income
as a matching variable and, thus, assume conditional independence of ¥ and Z given X.
Therefore, for all kK = 1,000 simulation runs where income is excluded, we also delete the
income information from the drawn SMCs. With regard to the second simulation study, we
include income as a common matching variable. For this purpose, we interpolate the 24
categorical income classes by means of the Generalised Pareto interpolation as described in
Section[2.2]

In order to assess the performance of the proposed data fusion algorithms as realistically
as possible, we base our evaluations on regression parameters 3 of education and working
time derived from exemplary regression models on income. Besides education and working
time, the regression models include age, sex, employment status, number of kids, family
status, single parent and federal state as explanatory variables. Hence, we estimate the
exemplary income models on the Microcensus, which is our surrogate TS population, in
order to obtain ’true’ quantities of interest, i.e. ’true’ regression parameters 3 of education
and working time that serve as benchmarks for evaluation purposes. Accordingly, after each
simulation run, we compute the income models on the TS substitute where we include the
education and working time variables that have been imputed by the four aforementioned
data fusion methods. Thus, we can evaluate to what extent the proposed data fusion methods
are able to reproduce the benchmark regression parameters resulting from possible income

models.
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4.2 Empirical Application

In addition to the simulation study based on the Microcensus, we apply all four data fusion
methods to the real data fusion scenario. In other words, we add educational attainments
and working times by means of all four methods. We evaluate this empirical application
by comparing the tax data income medians conditional on the four different education and
working time variables to the income medians from the Microcensus.

Note that this empirical evaluation step is typically impossible in common data fusion
scenarios, as Y and Z are not jointly observed. In our specific data fusion scenario, however,
income is observed in both the tax data and, albeit insufficiently, the Microcensus. Thus,
the Generalised Pareto interpolated income within the MC allows us to obtain at least rough
insights on how the joint distribution of income and the socio-demographic variables (edu-
cation and working time) can be preserved within the matched data file using the four data
fusion methods.

However, the level of the income medians differs between the tax and the survey data
due to the aforementioned reasons. In order to design a more realistic basis for the evalu-
ation of the data fusion methods, we intend to make the income distributions from the tax
and the Microcensus data comparable. For that purpose, we apply reweighting methods to
rebuild the income distribution from the tax data in the Microcensus.

4.3 Reweighting

This subsection describes the reweighting methods applied to account for the differences in
the income distributions between the tax and the survey data. Table[3|compares the number
of individuals in the 24 income classes (boundaries defined as in the Microcensus) between
the tax data and the Microcensus in the status quo. Column 3 of Table [3] provides the
benchmarks for the reweighting procedure, i.e. the number of individuals in the 24 income
classes calculated from the full population tax data in the year 2014.

From Table [3| we can see that the bottom and the top are under-represented, while the
middle of the income distribution between 300 and 2000 Euro is largely over-represented
in the Microcensus. Compared to the incomes from the personal tax records, the bottom
two classes, i.e. incomes of less than 150 Euro, are extremely under-represented in the
Microcensus with a total coverage of 23%. The smallest deviations occur for incomes
between 2000 and 3200 Euro.

We employ weight calibration techniques of Deville and Sérndal (1992) to adjust the
Microcensus weights to corrected income weights that represent the German taxpayer pop-
ulation in the best way using a "minimum-distance" criterion minimizing the sum of differ-
ences between original and corrected weights. Linear distance functions are used which are
not restricted to a certain range. This well-studied calibration technique yields weights that

are positive for all income recipients in the Microcensus. The calibrated weights range from

14



Table 3: Comparison of income frequencies in TS and MC 2014

Income class Euro range No. Obs. TS No. Obs. MC Coverage
0 equal to 0 199,777 47,847 0.24
1 0 tounder 150 416,230 96,361 0.23
2 150 to under 300 306,416 232,263 0.76
3 300 to under 500 418,994 884,733 2.11
4 500 to under 700 468,755 1,403,315 2.99
5 700 to under 900 593,790 1,975,034 3.33
6 900 tounder 1,100 866,782 2,179,991 2.52
7 1,100 tounder 1,300 900,618 2,507,952 2.78
8 1,300 tounder 1,500 902,285 2,367,916 2.62
9 1,500 tounder 1,700 938,785 2,157,226 2.30
10 1,700 tounder 2,000 1,439,555 2,429,688 1.69
11 2,000 tounder 2,300 1,449,274 1,694,422 1.17
12 2,300 tounder 2,600 1,370,980 1,070,314 0.78
13 2,600 tounder 2,900 1,102,155 590,685 0.54
14 2,900 tounder 3,200 858,737 514,595 0.60
15 3,200 tounder 3,600 857,596 360,813 0.42
16 3,600 tounder 4,000 578,167 201,573 0.35
17 4,000 tounder 4,500 456,458 163,786 0.36
18 4,500 tounder 5,000 274,605 100,364 0.37
19 5,000 tounder 5,500 171,457 65,843 0.38
20 5,500 tounder 6,000 112,767 40,847 0.36
21 6,000 tounder 7,500 171,031 54,608 0.32
22 7,500 tounder 10,000 107,061 43,072 0.40
23 10,000 tounder 18,000 82,302 27,714 0.34
24 over 18,000 31,788 13,190 0.41

0.0014 to 1.1672 and do thus not require any further adjustment. [Brzezinski ef al.| (2019)
follow a similar empirical strategy for the Polish taxpayer population.

5 Results

In order to assess the four proposed data fusion methods and its potential to enhance income

modeling, we first present the results from the simulation study that is only based on the

MC, which enables us to compare the performance of the data fusion methods with regard

to the reproduction of the ’true’ regression parameters. Subsequently, we conduct the real

data fusion of TS and MC by means of the four data fusion strategies to further evaluate the

results of the simulation study based on empirical data.
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5.1 Simulation Study

The results of the first MC simulation for individual taxpayers with income excluded as a
common X variable and assuming conditional independence of ¥ and Z given X are illus-
trated in Figures[3|and[] The vertical red line reflects the benchmark parameter which is the
regression parameter of education and working time, respectively. As stated in Table [T} the
Z variables education (low, middle, high) and working time (full, part-time, none-time) to
be matched are three-scaled and, thus, we observe two regression parameters both for edu-
cation and working time where low education and full working time, respectively, represent
the reference category. The boxes, however, show the MC distributions of the 8 parameters

resulting from all k = 1,000 simulation runs for each of the proposed data fusion methods.

Fa )
Beducmiddle ﬁeduc'ﬂigh

— True parameter: 0.35 — True parameter: 0.63

Multinom PMM Rplart F\'IF Multinom PNIIM Rplart F\'IF

Figure 3: MC distributions of 3,4, when income is excluded
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[-)"i.\f—timepart Bw—t imenone

— True parameter: -0.42 — True parameter: -0.64

N'Iultilnnm F'I'\.rl'll\."l Rplart F\'IF N'Iultilnnm PNI'IM Rplart F\'IF

Figure 4: MC distributions of B,,_ime. When income is excluded
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With regard to the education coefficients resulting from a data fusion process for sin-
gle taxpayers where income is excluded, we see that only Rpart is able to reproduce the
true quantity of interest of the high education regression parameter Beduc/“.gh, as illustrated in
Figure[3] Concerning the working time parameters, we see in Figure [] that the data fusion
methods are only able to approximately preserve BW,,,-meme, with PMM and RF reproducing
the true parameter most accurately here, while all methods perform poorly for Bw_,,-me part*
This is also evident in Figure [/, where all methods provide high Root Means Squared Er-
ror (RMSE) values for the ﬁw,ﬁmem parameter. However, a suited data fusion method
should be able to adequately reproduce all quantities of interest of a matched variable, i.e.
middle and high education and none- and part-time, respectively, in order to adequately en-
hance income modeling. One significant problem could be the assumption of conditional
independence that is implicitly made as all four data fusion methods produce conditional
independence between Y and Z given X in the matched data file. However, it is quite un-
likely that this assumption holds, which is why all four data fusion methods might suffer
from the CIA and, thus, are not able to reproduce the benchmark coefficients.

To overcome the CIA problem, we incorporate income as a common X variable in the
data fusion process, and the results of the simulation study when income is included as a
matching variable are illustrated in Figures [5|and [f] Now we see, with regard to the educa-
tion and working time parameters, that at least two methods, Multinomial Regression and
Random Forest, are able to approximately reproduce both parameters of B.guc and By rime,
respectively. In addition, it can be seen that RF tends to slightly overestimate the 3 pa-
rameters, whereas the Multinom method underestimates them except of By,_sime,,,, that is
overestimated by Multinom. The RMSE:s illustrated in Figure ] further indicate that Multi-
nom reveals the lowest RMSE for the education parameters, whereas RF yields the lowest
overall RMSE for the working time parameters. As the inclusion of the interpolated income
variable as a common variable yields better results, we also incorporated income in the real

data fusion process of TS and MC for the upcoming empirical application.
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Figure 5: MC distributions for Singles of .4, when income is included
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Figure 6: MC distributions for Singles of B,,_;ime When income is included
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Figure 7: RMSE of B4, and B,,—ime When income is excluded
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Figure 8: RMSE of B,4,c and B,,—;ime When income is included

5.2 Empirical Evaluation

One advantage of the tax data is the possibility of regional analysis thanks to the large scale
of the data and its seamless regional coverage. We therefore evaluate the results of our sim-
ulation study by looking at the regional conditional medians derived from the Microcensus

and the tax data.

Figure [0 displays the conditional medians of economic net income on educational level
for each federal state. It compares the values from the Microcensus (on the x-axis) to those
from the enriched Tax Statistics (on the y-axis) when income was included in the data fusion

process. The four panels of the plots correspond to the education variables imputed by the
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four different methods. The colours indicate educational level, with darker colors reflecting

lower education levels.
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Figure 9: Tax and survey income medians of federal states by education level
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Figure 10: Tax and survey income medians of federal states by working time level

One central difficulty when comparing the conditional medians from the tax to the sur-
vey data is the disparity in the income distribution. The derivations from the bisector (red
line) underline these differences, showing that incomes of those with low educational at-
tainments are smaller in the Microcensus while the highly educated earn larger incomes in
the tax data. The left panel shows the Microcensus results based on the standard weighting
factor, whereas the right panel is based on the Microcensus results reweighted as explained
in Section 4.3] The conditional reweighted medians are closer to the bisector. Thus, the
differences between the medians based on the tax data and the Microcensus are reduced by
the reweighting procedure.

Overall, the correlation structure between income and the educational attainments are
relatively well maintained based on the three methods Multinom, Rpart, and Random For-
est. This can be seen from the fact that the conditional median income rises with higher
educational attainments which is in line with theoretical expectations. However, when con-
sidering the PMM based imputed education variable, the conditional income medians for
all three educational levels are almost identical. Thus, the empirical results indicate that
PMM is not well suited. However, it should be noted that PMM is an imputation method
exclusively for numeric variables and, thus, we have 'misappropriated’ this approach to
categorical variables. Therefore, the results do not disqualify PMM as a suitable data fu-
sion method in general, but rather imply that the advantages of PMM as a semi-parametric
approach are not necessarily transferable to categorical variables.

Figure [ T|sums up the empirical comparison of the four methods in one graph. It shows
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the Root Mean Squared Error of the conditional income medians of the federal states in
Germany with lower values indicating better performance. The left and right hand side show
the results before and after the reweighting procedure, respectively. PMM shows the worst
fit, which can potentially be explained by the severe violation of the underlying assumptions
since this method is developed for continuous variables. Rpart and Random Forest are the

most suitable methods for our data fusion scenario, especially in the reweighted case.

RMSE of medians RMSE of reweighted median

RMSE of income medians

RMSE of reweighted income medians

low middle  high low middle high
Ecuation level Ecuation level

Method B Mutinom Wl pvm [ Rpart RF

Figure 11: RMSE of income medians of federal states by education level
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Figure 12: RMSE of income medians of federal states by working time level

With regard to the added working time variables, Figure [T0]illustrate that Multinomial
Regression and Random Forest can be identified as the most suitable methods in this con-
text. Figure [I2] supports this finding. Moreover, Rpart faces a particular challenge when it
comes to the relatively sparse group of part-time workers. In deed, in the empirical applica-

tion, no observations from the TS are chosen to be in the part-time group.

6 Conclusion

The objective of our research was to extend the Tax Statistics, which contains reliable in-
come data on a small-scale regional level, by socio-demographic variables from the Micro-
census to provide an integrated data base that support future income modeling. For that
purpose, we examined four potential data fusion methods that seem suited for the under-
lying data fusion scenario. In addition to the atypical donor-recipient ratio and the large
data sets, one particularity of the specific data fusion scenario of TS and MC is that the MC
contains rough income information.

The results from the simulation study show that no satisfying data fusion outcome can
be achieved if the Conditional Independence Assumption (CIA) must be presumed. There-
fore, our strategy was to incorporate the rough MC income information within the data
fusion process to mitigate the effects of the CIA. For that purpose, we harmonise the in-
come information from the TS and MC by means of the Generalised Pareto interpolation

in the MC and the conceptual definition of net income in the TS. As simulation studies can
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never claim general validity, we further evaluated the data fusion methods within an em-
pirical application. To concatenate our results from the simulation study and the empirical
evaluation, we see that Multinomial Regression and Random Forest perform well in both the
simulation study and the empirical evaluation for both regarded variables. However, while
Multinomial Regression reveals tendencies of underestimating the regression parameters,
Random Forest rather overestimates them. The empirical application indicates underesti-
mations of incomes for the highly educated and larger overall RMSEs for this sub-group
when applying Multinomial Regression, whereas Random Forest tends to underestimate
the income of the part-time workers.

For the sake of simplicity, we only considered individual tax units. However, we be-
lieve we have demonstrated that the data fusion methods outlined, as well as our data fusion
strategy, can be used to create an integrated database from the Tax Statistics and the Mi-
crocensus that contains reliable income information as well as relevant socio-demographic

indicators to support high-quality future income analysis.
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Appendix
Income details

Table 4: Construction of economic net income (ENI)

Income component Tax reduction

+ Income from agriculture and forestry — allowance for agriculture and forestry
+ Income from business activity — allowance for business activity

+ Income from self-employment — allowance for self-employment activity
+ Wage income — (advertising costs + pension allowance)
+ Capital gains — (advertising costs + savings allowance)
+ Income from renting and leasing

+ Other incomes — advertising costs lump sum

Sum of Income Components (SIC)

— Exclude all capital gains

— Exclude income from renting and leasing when smaller than -5000 EUR

+ Allowances for agriculture, forestry, business, self-employment and pensions
+ Advertising costs for employees and other incomes

+ Tax-exempted foreign incomes

+ Tax-exempted social transfers and child benefits

Economic Gross Income (EGI)

— (Income tax + church taxlﬂ+ solidarity surcharge)
— Social security contributions>
— Paid alimony

Economic Net Income (ENI)

Note: Church tax and social security contributions are partially simulated.
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