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Problem
The extraction of information from regional statistical data 
involves processing high-dimensional data sets (i.e. with many 
variables) in such a way that similarities between the individual 
spatial units and relationships in their characteristics become 
accessible to our cognitive abilities. 

Data and processing approach

Training of a Self-Organizing Map
A Self-Organizing Map (SOM), consisting of nodes i=1…k which 
are characterized by a vector 

with the same dimensionality as the data sets x ∈X is trained:

Results
„Component planes“ (i.e. distribution for individual variables)
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•birth rate per 1000
•population density
•age ratio (≥60 / ≤18)
•population dynamics
•commuter balance
•per capita income
•per capita expenses
•hotels per 1000
•agricultural holdings
•fraction of agricultural
areas
•business enterprises
per 1000

„Bar plane“
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Conclusions
• SOM allows topologically ordered projection of high-
dimensional data by similarity (i.e. similarity in data
characteristics translates into distance on the SOM) 

• this allows an intuitive exploration of regional statistical data, 
e.g. „correlation hunting“

• k-means clustering helps delineating „similar“ regions on the
SOM for subsequent mapping in space

• the clusters can be interpreted as urbanized regions, forested
regions, rural areas, peripheral communities etc.

• it can be seen that spatial vicinity does not always imply
similarity of socio-economic characteristics

• the SOM also allows extrapolating new data sets


