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Abstract

We present a framework for the interactive machine learning of denotational con-
cept semantics in communication between humans and artificial agents. The capa-
bility of software agents and robots to learn how to communicate verbally with hu-
man users is obviously highly useful in several real-world applications. Whereas
the large majority of existing approaches to the machine learning of word sense
and other language aspects focusses on learning using text corpora, our frame-
work allows for the interactive learning of concepts in a dialog between human
and agent, using recent advances in the area of Relational Reinforcement Learn-
ing.
Keywords: Concept Learning, Statistical Relational Learning, Relational Rein-
forcement Learning, Natural Language Processing

1 Introduction and Related Work

The large majority of existing approaches to the machine learning of human communication focusses
on learning the semantics of words and other language constructs in a textural context, typically from
large text corpora. These approaches can neither take into account the dynamic behavioral context of
the word use nor do they learn in interaction with the human user who conceptualizes the respective
word. Arguably, an important reason for this lack is that relevant approaches to machine learning
(most important: Reinforcement Learning (RL)) typically still do not cope well with the complexity
of high-level, symbolic interaction. Our approach aims at this issue by seamlessly combining a state-
of-the-art approach to Relational Reinforcement Learning with rich yet computationally effective
logic reasoning capabilities. While our implementation currently focusses “only” on the interactive
learning of the denotational semantics of uninflected concept names, our approach already allows
for the integration of complex bodies of formal rules (provided by domain experts) into the learning
process. Furthermore, our approach aims at the learning of context-sensitive policies for the incre-
mental querying of concepts from human users, i.e., learning of sequences of questions and answer
suggestions with which the learning agent tries to determine the semantics of a word in a dialogue
with a human user. Thus, our approach has also a strong pragmatic aspect. Initial empirical results
indicate the applicability of our approach and directions of future research.

We are not aware of any other approaches to interactive Relational RL of concept semantics. How-
ever, various approaches to supervised and unsupervised disambiguation of word sense exist (see,
e.g., [2, 9]), including approaches in the area of Statistical Relational Learning (e.g., [12]). Con-
ceptually related to our approach are also approaches to grounded language acquisition, where the
meaning of words is grounded in observable environment states or events (e.g., [8, 4]). Most of
these do not combine grounding with a dialogic learning setup as we do, although some (e.g., [8])
enhance the learning process with ask/tell (but do not learn to act in such dialogs). Pioneering work
in the area of computational emergence of language semantics in interactive settings was done by
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Luc Steels [6]. Although technically only remotely related, his work had a significant influence on
our and many other contemporary approaches to semantics learning. On the foundational machine
learning level, in [18] a simulator of the environment is employed as a stochastic sample genera-
tor for Relational RL. However, this learning approach is goal-based and does not approximate a
value function as in our case but learns policy representations. [14] proposes an approach where the
performance of Relational Q-Learning is improved at runtime with plans generated using learned
probabilistic models of the environment, and [7] combines Hierarchical Reinforcement Learning
with planning. Both approaches are remotely related to our use of the Event Calculus in the learning
process (as outlined below). [10, 11] and others integrate RL with programs in the Golog action
language, which is based on the Situation Calculus (a close relative of the Event Calculus). [16, 15]
provide logical formalisms for the representation of Markov Decision Processes.

2 Framework Outline

Being part of the increasingly popular area of Statistical Relational Learning (SRL) [17], Relational
Reinforcement Learning [1] uses relational representations of Markov states and actions. This allows
for a rich formal characterization of complex domains (like in NLP) whose complex structural prop-
erties would otherwise be inaccessible to RL. Various approaches to Relational RL exist, including
[3, 14]. Our framework differs from existing Relational RL approaches mainly by its human-agent
interaction component and by the use of a highly efficient approach to the employment of formal
rules as background knowledge, namely an Answer-Set Programming (ASP) implementation of the
Event Calculus (EC) [5]. The basic learning algorithm is a variant of Relational Q-Learning [13].
Besides the general benefit of Relational RL for NLP (i.e., the ability to represent and learn in struc-
turally very complex domains), the main advantage of this hybrid approach is that it seamlessly
integrates logical reasoning and RL. Concretely, the use of the EC significantly simplifies the mod-
eling of logical conditions, context and effects for/of agent and human actions, and the use of ASP
(instead of the traditional use of Prolog in Relational RL) facilitates a computationally very efficient
computation of reasoning tasks in the Event Calculus.

3 Example Result

In the following, we outline a simple example instantiation of our framework, situated in a blocks
world domain. In each learning episode, the agent asks a number of questions and the human user
answers these questions (although not necessarily correctly). The agent’s goal is to find out the de-
notation of the term “nice building”, as conceptualized by the human user. In our initial experiments
we simulated the behavior of the human user to reduce the manual training effort. The simulated
human user wants the agent to build a “nice building” which for the user means arranging four
blocks next to each on the table. Every reinforcement learning epoch starts with blocks randomly
placed on top of each other. Then, in each time step the agent can rearrange one block or in turn
ask questions like ask(isHigher) (to build a higher building), ask(isAonB) (to put block A
on B). Potential user responses can be tell(yes), tell(no), tell(dontKnow), and others.
For a positive answer the agent receives a small reward (0.1) and a large reward (1.0) if it built the
desired structure. The maximum number of steps per epoch is 20. The overall goal is on the one
hand to learn the right questions in the right sequence and on the other hand to learn the meaning of
“nice building”.
We ran this setup for 6 trials with 1000 epochs each, and monitored the actions, rewards and number
of steps performed in each epoch before “nice building” was found. The figure below shows the
average over all trials after every 26 epochs for the reward (left) and the steps performed (right).
The results show that in the end the agent learns to build a “nice building” in every epoch with a
decreasing number of steps per epoch. The 95% confidence intervals for the reward were around
±0.5 also indicating a statistically significant learning success. Analyzing the actions performed
suggests, that the agents learns to avoid questions which are answered by tell(dontKnow).
While the described experiment demonstrates basic functionality of our framework, our current work
aims at significantly more complex tasks, in order to show that a generalized communication strategy
for varying human users with different denotational concept semantics can be learned efficiently.
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